
Strategy Iteration using Non-Deterministic Strategies
for Solving Parity Games

Michael Luttenberger

Institut für Informatik, Technische Universität München, 85748 Garching, Germany
luttenbe@model.in.tum.de

Abstract. This article extends the idea of solving parity games by strategy it-
eration to non-deterministic strategies: In a non-deterministic strategy a player
restricts himself to some non-empty subset of possible actions at a givennode,
instead of limiting himself to exactly one action.
We show that a strategy-improvement algorithm by by Björklund, Sandberg,
and Vorobyov [3] can easily be adapted to the more general setting of non-
deterministic strategies. Further, we show that applying the heuristic of “allprof-
itable switches” (cf. [1]) leads to choosing a “locally optimal” successor strategy
in the setting of non-deterministic strategies, thereby obtaining an easy proof of
an algorithm by Schewe [13].
In contrast to [3], we present our algorithm directly for parity games which allows
us to compare it to the algorithm by Jurdzinski and Vöge [15]: We show that the
valuations used in both algorithm coincide on parity game arenas in which one
player can “surrender”. Thus, our algorithm can also be seen as a generalization
of the one by Jurdzinski and V̈oge to non-deterministic strategies.
Finally, using non-deterministic strategies allows us to show that the number of
improvement steps is bound from above byO(1.724n). For strategy-improvement
algorithms, this bound was previously only known to be attainable by using ran-
domization (cf. [1]).

1 Introduction

A parity game arena consists of a directed graphG = (V,E) where every vertex be-
longs to exactly one of two players, called player0 and player1. Every vertex is colored
by some natural number in{0, 1, . . . , d−1}. Starting from some initial vertexv0, a play
of both players is an infinite path inG where the owner of the current node determines
the next vertex. In a parity game, the winner of such an infinite play is then defined by
the parity of the maximal color which appears infinitely often along the given play.

As shown by Mostowski [11], and independently by Emerson andJutla [4], there
exists a partition ofV in two setsW0 andW1 such that playeri has a memoryless
strategy, i.e. a mapσi : Vi → V which maps every vertexv controlled by playeri to
some successorv, so that playeri wins any play starting from somew ∈ Wi by using
σi to determine his moves.

Interest in parity games arises as determining the winning set W0 is equivalent to
deciding whether a givenµ-calculus formula holds w.r.t. to a given Kripke structure,
i.e. determiningW0 is equivalent to the model checking problem ofµ-calculus. Further



interest is sparked as it is known that solving parity games is in UP∩co-UP [8], but no
polynomial time algorithm has been found yet.

In this article we consider an approach for calculating the winning sets which is
known as strategy iteration or strategy improvement, and can be described as follows
in the setting of games: In a first step, a way for valuating thestrategies of player0 is
fixed, thereby inducing a partial order on the strategies of player0. Then, one chooses
an initial strategyσ : V0 → V for player0. Iteratively (i) the current strategy is valu-
ated, (ii) by means of this valuation possible improvementsof the current strategy are
determined, i.e. pairs(u, v) such thatσ[u 7→ v] is a strategy having a better valuation
thanσ, (iii) a subset of the possible improvements is selected andimplemented yielding
a better strategyσ′ : V0 → V . These steps are repeated until no improvements can be
found anymore.

Although this approach usually (using no randomization [1]) allows only to give a
bound exponential in|V0| on the number of iterations needed till termination, there is
no family of games known for which this approach leads to a super-polynomial number
of improvement steps. It is thus also used in practice e.g. incompilers [14].

In particular, this approach has been successfully appliedin several different sce-
narios like Markov decision processes [6], stochastic games [5], or discounted pay-
off games [12]. Using reductions, these algorithms can alsobe used for solving par-
ity games. In 2000 Jurdzinski and Vöge [15] presented the first strategy-improvement
algorithm for parity games which directly works on the givenparity game without re-
quiring any reductions to some intermediate representation. Although the algorithm by
Jurdzinski and V̈oge did not lead to a better upper bound on the complexity of decid-
ing the winner of a parity game withn nodes andd colors (the algorithm in [15] has a
complexity ofO((n/d)d) whereas the upper bound ofO((n/d)d/2) was already known
at that time [9]), it sparked a lot of interest as the strategy-improvement process w.r.t.
parity games is directly observable and not obfuscated by some reduction.

In this article, we extend strategy iteration tonon-deterministic strategies: In a non-
deterministic strategy a player is not required to fix a single successor for any vertex
controlled by him instead he restricts himself to some non-empty subset of all possible
successors. Using non-deterministic strategies seems to be more natural, as it allows a
player to only “disable” those moves along which the valuation of the current strategy
decreases. Our algorithm is an extension of an algorithm by Björklund, Sandberg, and
Vorobyov [3] proposed in 2004. In particular, we borrow their idea of giving one of
the two players the option to give up and “escape” an infinite play he would lose by
introducing a sink. In contrast to the original algorithm in[3] we present this extended
algorithm directly for parity games in order to be able to compare this algorithm directly
with the one by Jurdzinski and V̈oge, and also in the hope that this might lead to better
insights regarding the strategy improvement process.

Strategy iteration, as described above, chooses in step (iii) some subset of possible
changes in order to obtain the next (deterministic) strategy. A natural question is how
to choose this set of changes. Obviously, one would like to choose these sets in such
a way that the total number of improvements steps is as small as possible – we call
this “globally optimal”. As no efficient algorithm for determining these sets is known,
usually heuristics are used instead. One heuristic appliedquite often in the case of a
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binary arena is called “all profitable switches” [1]: In a binary arena, given a strategy
σ : V0 → V we can refer to the successors ofv ∈ V0 by σ(v) andσ(v). A strategy
improvement step then amounts to deciding for every nodev ∈ V0 whether to switch
from σ(v) to σ(v), or not. “All possible switches” refers then to the heuristic of switch-
ing to σ(v) of everyv ∈ V if this switch is an improvement w.r.t. the used valuation.
Transferring this heuristic to the setting of non-deterministic strategies the heuristic be-
comes simply to choose the set of all possible improvements of the given strategy as
the new strategy considered in the next step. We show that this simple heuristic leads
to the “locally optimal” improvement, i.e. the strategy which is at least as good as
any other strategy obtainable by implementing a subset of the possible improvements.
By applying this heuristic in every step we obtain a new, in our opinion more natural
and accessible, presentation of the algorithm by Schewe proposed in [13]: There only
valuations (referred to as “estimations” there), and deterministic strategies are consid-
ered, whereas the strategy improvement process itself, andthe connection to [3] are
obfuscated. Further, the algorithm in [13] does not work directly on parity games, and
requires some unnecessary restrictions on the graph structure of the arena, e.g. only
bipartite arenas are considered.

We then compare our algorithm using non-deterministic strategies to the one by
Jurdzinski and V̈oge [15]. This is not possible w.r.t. the algorithm in [3] or [13] as these
do not work directly on parity games. Here, we can show that the valuation used in our
algorithm, resp. in [15] coincide, which readily allows us to conclude that the locally
optimal improvement obtained by our algorithm is always at least as good as any locally
improvement obtainable by [15].

We obtain an upper bound ofO(|V |2 · |E| · ( |V |
d + 1)d) for our algorithm which

is the same as the one obtainable when using deterministic strategies [3]. So using
non-deterministic strategies comes “for free”. Of course,w.r.t. to the sub-exponential

bound of|V |O(
√

|V |) obtainable for the algorithm by Jurdzinski, Paterson and Zwick
[7], our algorithm is not competitive. Still, we think that our algorithm is interesting as
strategy-iteration in practice only requires a polynomialnumber of improvement steps
in general, as already mentioned above. In particular, we can show that the number
of improvement steps done by our algorithm when using the “all profitable switches”-
heuristic, and thus by the one by Schewe [13], is bounded byO(1.724|V0|), whereas the
best known upper bound for strategy iteration when using only deterministic strategies
and no randomization in the improvement selection isO(2|V0|/|V0|) [1]. In particular,
the bound ofO(1.724|V0|) was previously known to be obtainable only be choosing the
improvements randomly [1].

Organization: Section 2 summarizes the standard definitions and results regarding par-
ity games. In Section 3 we extend parity games by allowing player0 to terminate infinite
plays in order to escape an infinite play he would lose. This idea was first stated in [3].
We combine this with a generalization of the path profiles used in [15] in order to get
an algorithm working directly on parity games. Section 4 summarizes our strategy im-
provement algorithm using non-deterministic strategies.Section 5 then compares the
algorithm presented in this article with the one by Jurdzinski and Vöge.
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2 Preliminaries

In this section we repeat the standard definitions and notations regarding parity games.
An arenaA is given by(V,E, o), if (V,E) is a finite, directed graph, whereo :

V → {0, 1} assigns each node an owner. We denote byVi := o−1(i) the set of all
nodes belonging to playeri ∈ {0, 1}, and writeEi for E ∩ Vi × V . Given some subset
V ′ ⊆ V we write A|V ′ for the restriction of the arenaA to the nodesV ′. A play
π ∈ V N ∪V ∗ in A is any maximal path inA where we assume that playeri determines
the move(π(i), π(i + 1)), if π(i) ∈ Vi. For (V,E) a directed graph, ands ∈ V a node
we writesE for the set of successors ofs.

ForA = (V,E, o) an arena, a (memoryless)strategy of playeri (short: i-strategy)
(i ∈ {0, 1}) is any subsetσ ⊆ Ei satisfying∀s ∈ Vi : |sE| > 0 ⇒ |sσ| > 0, i.e. a
strategy does not introduce any new dead ends.σ is deterministic, if |sσ| ≤ 1 for all
s ∈ Vi. We writeEσ for Eσ = E1−i ∪ σ, andA|σ for (V,Eσ, o).

We assume that the reader is familiar with the concept of attractors. For conve-
nience, a definition can be found in the appendix.

A parity game arenaA is given by(V,E, o, c) where(V,E, o) is an arena with
vE 6= ∅ for all v ∈ V , andc : V → {0, 1, . . . , d − 1} assigns each node a color.
The winner of a playπ in a parity game arena is given bylim supi∈N c(π(i)) (mod 2).
Given a nodes, a strategyσ ∈ Ei is a winning strategy fors of playeri, if he wins
any play inA|σ starting froms. Playeri wins a nodes, if he has a winning strategy
for it. Wi denotes the set of nodes won by playeri. As we assume that every node has
at least one successor, there are only infinite plays in a parity game arena. Wlog., we
further assume thatc−1(k) 6= ∅ for all k ∈ {0, 1, . . . , d − 1} as we may otherwise
reduced. A cycles0s1 . . . sn−1 (with si+1 (mod n) ∈ siE) in a parity game arenaA is
calledi-dominated, if the parity of its highest color isi. Playeri wins the nodes using
strategyσ ⊆ Vi × V , iff every cycle reachable froms in A|σ is i-dominated.

Theorem 1. [11, 4] For any a parity game arenaA we haveW0 ∪ W1 = V . Playeri
possesses a deterministic strategyσ∗

i : Vi → V with which he win every nodes ∈ Wi.

3 Escape Arenas

In this section we extend parity games by allowing player0 to escapean infinite play
which he would loose w.r.t. the parity game winning condition:

LetA = (V,E, o) be a parity game arena. We obtain the arenaA⊥ = (V⊥, E⊥, o⊥)
fromA by introducing a sink⊥ V⊥ := V ⊎{⊥} where only player0 can choose to play
to⊥ (E⊥ := E ∪ V0 ×{⊥}). The sink⊥ itself has no out-going edges, and we assume
that player0 controls⊥ (o⊥ := o ∪ {(⊥, 0)} although this is of no real importance.
Although, this construction was first proposed in [3] we refer toA⊥ asescape arenain
the style of [13]. AsA⊥ itself is no parity game arena anymore, we have to define the
winner of such a finite play as well. For this we extend the definition of color profile,
which was first stated in [2], to finite plays:

For a given escape arenaA⊥ usingd colors{0, 1, . . . , d − 1}, we define the set
P of color profilesby P := Z

d ∪ {−∞,∞} whereZ
d is the set ofd-dimensional
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integer vectors. We write ø for the zero-profile(0, 0, . . . , 0) ∈ Z
d, and use standard

addition onZ
d for two profiles℘, ℘′ ∈ Z

d. The idea of a profile℘ ∈ P is to count
how often a given color appears a long a finite play, whereas−∞, reps.∞ correspond
to infinite plays won by player1, resp. player0. More precisely, for a finite sequence
π = s0s1 . . . sl of vertices, thevalue℘(π) of π is the profile which counts how often
a colork ∈ {0, 1, . . . , d − 1} appears inc(s0)c(s1) . . . c(sl). For an infinite sequence
π = s0s1 . . ., its value℘(π) is defined to be∞, if π is won by player0 w.r.t. the parity
game winning condition; otherwise℘(π) := −∞. Finally, we introduce a total order≺
onP which tries to capture the notion of when one of two given plays is better than the
other for player0: For this we set (i)−∞ to be the bottom element of≺, (ii) ∞ to be
the top element of≺, and (iii) for all ℘, ℘′ ∈ P \ {−∞,∞} we set:

℘ ≺ ℘′ :⇔ ∃k ∈ {0, 1, . . . , d − 1} : k = max{k ∈ {0, 1, . . . , d − 1} | ℘k 6= ℘′
k}

∧ (k ≡2 0 ∧ ℘k < ℘′
k ∨ k ≡2 1 ∧ ℘k > ℘′

k) .

Informally, the definition of≺ says that player0 hates to loose in an infinite play,
whereas he likes it the most to win an infinite play. So, whenever he can, he will try
to escape an infinite play he cannot win, therefore resultingin a finite play to⊥: here,
given two finite playsπ1, π2 ending in⊥, player0 looks for the highest colorc which
does not appear equally often along both plays. Ifc is even, he prefers that play in which
it appears more often; if it is odd, he prefers the one in whichit appears less often. In
particular, player0 dislikes visiting odd-dominated cycle, while he likes visiting even-
dominated ones:

Lemma 1. Assume thatχ = s0s1 . . . sn is a non-empty cycle in the parity game arena
A, i.e.s0 ∈ snE andn ≥ 0. χ is 0-dominated, i.e. the highest color inχ is even if and
only if ℘(χ) ≻ ø.χ is 1-dominated if and only if℘(χ) ≺ ø.

Now, for a given parity game arenaA let σ∗
0 , σ∗

1 be the optimal winning strategies
of player0, resp.1. Further, letW0, W1 be the corresponding winning sets. Obviously,
both players can still use these strategies inA⊥, too, as we only added additional edges.
Especially, player0 can still useσ∗

0 to win W0 in A⊥ as only he has the option to move
to ⊥. In the case of player1, by applyingσ∗

1 any cycle inA⊥|σ∗
1

reachable from a
vertexv ∈ W1 has to be odd-dominated. Hence, player0 prefers to play in an acyclic
path fromv to⊥ in A⊥|σ1

when starting from a vertex inW1.
Let therefore be℘ the≺-maximal value of any acyclic path terminating in⊥ in A⊥.

℘ is the best player0 can hope to achieve starting from a nodev ∈ W1 when player
1 plays optimal. We therefore define: player0 wins a playπ, if ℘(π) ≻ ℘, otherwise
player1 wins the play. Playeri wins a nodes ∈ V , if he has a strategyσ ⊆ Ei with
which he wins any play starting froms in A|σ. As already sketched, this leads then to
the following theorem.

Theorem 2. Playeri wins the nodes in A iff he wins it inA⊥.

4 Strategy Improvement

We now turn to the problem of finding optimal winning strategies by iteratively valu-
ating the strategy, and determining from this valuation possible better strategies. The
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following section can be seen as the generalization of the algorithm in [3] to non-
deterministic strategies and explicitly stated in the setting of parity games. In fact, we
will only consider a special class of strategies for player0, i.e. such strategies which do
not introduce any1-dominated cycles. The strategy improvement process will assure
that no1-dominated cycles are created. If there are any1-dominated cycles inA⊥|V1

,
then player1 wins all the nodes in the1-attractor to these cycles. We may, thus, identify
the nodes trivially won by player1 in a preprocessing step, and remove them.

Assumption 1. The arenaA⊥|V1
has no1-dominated cycles.

Definition 1. We call a strategyσ ⊆ E0 of player 0 reasonable, if there are no1-
dominated cycles inA⊥|σ.

Remark 1.(a) By our assumption above the strategyσ⊥ := V0 ×{⊥} is reasonable, as
every1-dominated cycle inA consists of at least one node controlled by player0. (b)
Let σ be any strategy of player0, andWσ the set of nodes won byσ. Then, the strategy
σ′ = σ ∩ (Wσ × Wσ) ∪ {(s,⊥) | s ∈ V0 \ Wσ} is reasonable withWσ = Wσ′ .

We may thus assume that player0 uses only reasonable strategies.

Definition 2. Let σ be some reasonable strategy of player0. Its valuationVσ : V ∪
{⊥} → P maps every nodes on the≺-minimal valueVσ(s) which player1 canguar-
anteeto achieve in any play starting froms in A⊥|σ by using some memoryless strategy:

Vσ(s) :=
≺

min
τ⊆E1 strategy

≺
max{℘(π) | π is a play inA⊥|σ,τ ∧ π(0) = s},

where we setVσ(⊥) := ø.

Remark 2.(a) We will show later that, if we start from the reasonable strategyσ⊥ :=
V0 × {⊥} , then our strategy-improvement algorithm will only generate reasonable
strategies. (Note, ifA⊥|σ⊥

had 1-dominated cycles, then these would need to exist
solely inA|V1

– but we have assumed above that we removed those in a preprocessing
step.)(b) As shown above, for alls ∈ W1 player1 can use his optimal winning strategy
σ∗

1 from the parity game to guaranteeVσ(s) � ℘ ≺ ∞.

By means of the valuationVσ we can partially order reasonable strategies in the natural
way:

Definition 3. For two (reasonable) strategiesσa, σb of player0 we writeσa � σb, if
Vσa

(s) � Vσb
(s) for all nodess. We writeσa ≺ σb, if there is at least one nodes such

thatVσa
(s) ≺ Vσb

(s). Finally, σa ≈ σb, if σa � σb ∧ σb � σa.

The following lemma addresses the calculation ofVσ using a straight-forward adaption
of the Bellman-Ford algorithm:

Lemma 2. Letσ ⊆ E0 be a reasonable strategy of player0. We defineV⊥ : V ∪{⊥} →
P byV⊥(⊥) := ø, andV⊥(s) = ∞ for all s ∈ V , and the operatorFσ : (V ∪ {⊥} →
P) → (V ∪ {⊥} → P) by

Fσ[V](⊥) := ø
Fσ[V](s) := ℘(s) + min�{V(t) | (s, t) ∈ E1} if s ∈ V1,
Fσ[V](s) := ℘(s) + max�{V(t) | (s, t) ∈ σ} if s ∈ V0,
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for anyV : V ∪ {⊥} → P.
Then, the valuationVσ of σ is given as the limit of the sequenceF i

σ[V⊥] for i → ∞,
and this limit is reached after at most|V | iterations.

Remark 3.(a) We assume unit cost for adding and comparing color profiles. The time
needed for calculatingVσ is then simply given byO(|V | · |E|).(b) For everys ∈ V
there has to be at least one edge(s, t) with Vσ(s) = ℘(s) + Vσ(t), asVσ = Fσ[Vσ].

W.r.t.Vσ we can identify possibleimprovementsof σ:

Definition 4. Let σ ⊆ E0 be a reasonable strategy of player0. The setIσ of improve-
ments, resp. the setSσ of strict improvementsof σ is defined by

Iσ := {(s, t) ∈ E0 | Vσ(s) � ℘(s)+Vσ(t)}, resp.Sσ := {(s, t) ∈ E0 | Vσ(s) ≺ ℘(s)+Vσ(t)}.

We call any strategyσ ⊆ E0 a direct improvementof σ, if σ ⊆ Iσ.

Fact 1. Letσ′ be a direct improvement ofσ. Then along every edge(u, v) ofA⊥|σ′ we
haveVσ(u) � ℘(u) + Vσ(v). In particular, we have for any finite paths0s1 . . . sl+1 in
A⊥|σ′

Vσ(s0) � ℘(s0) + Vσ(s1) � ℘(s0s1) + Vσ(s2) � . . . � ℘(s0 . . . sl) + Vσ(sl+1).

From this easy fact, several important properties of directimprovements follow:

Corollary 1. If σ is reasonable, then any0-strategyσ′ ⊆ Iσ is reasonable, too.

Corollary 2. Letσ be a reasonable strategy. For a direct improvementσ′ of σ we have
that σ � σ′. If σ′ contains at least one strict improvement ofσ, then this inequality is
strict, i.e.σ ≺ σ′.

The preceding corollaries show that starting with an initial reasonable strategyσ0,
e.g.σ⊥, we can generate a sequenceσ0, σ1, σ2, . . . of reasonable strategies such that
Vσi

(s) � Vσi+1
(s) for all s ∈ V , if we choose the strategyσi+1 to be some direct

improvement ofσi. Further, we know, ifσi+1 uses at least one strict improvement(s, t)
of σi, i.e.(s, t) ∈ σi+1 ∩ Sσi

6= ∅, then we haveVσi
(s) ≺ Vσi+1

(s), i.e. every possible
reasonable strategy occurs at most once along the strategy improvement sequence. As
already shown, we have alwaysVσi

(s) � ℘ ≺ ∞ for all nodess ∈ W1. The obvious
question is now, if we can reach an optimal winning strategy by this procedure, i.e. is a
reasonable strategyσ with Sσ = ∅ optimal? This is answered in the following lemma.

Lemma 3. As long as there is a nodes ∈ W0 with Vσ(s) ≺ ∞, σ has at least one
strict improvement.

Due to this lemma, we know that, if a reasonable strategyσ has no strict improvements,
i.e. Sσ = ∅, then we haveVσ(s) = ∞ for at least all the nodess ∈ W0. On the other
hand, for all nodess ∈ W1 we always haveVσ(s) � ℘. Hence, by the determinacy of
parity games, i.e.W1 = V \ W0, σ has to be an optimal winning strategy for player
0, if Sσ = ∅. By our construction such an optimal strategyσ with Sσ = ∅ might be
non-deterministic. The following lemma shows how one can deduce an optimal deter-
ministic strategy from such aσ.
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Lemma 4. Let σ be a reasonable strategy of player0 in A⊥, and Iσ the strategy
consisting of all improvements ofσ. Then every deterministic strategyσ′ ⊆ Iσ with
VIσ

(s) = ℘(s) + VIσ
(t) for all (s, t) ∈ σ′ satisfiesVIσ

= Vσ′ .

Starting fromσ⊥ = {(s,⊥)|s ∈ V0}, if we improve the current strategy using at least
one strict improvement in every step, we will end up with an optimal winning strategy
for player0. As in every step the valuation increases in at least those nodes at which a
strict improvement exists, and as there are at most( |V |

d +1)d possible values a valuation

can assign a given node, the number of improvement steps is bound by|V | · ( |V |
d +1)d.

The cost of every improvement step is given by the cost of the calculation ofVσ, we
thus get:

Theorem 3. Let σ0 be some reasonable0-strategy. By iteratively takingσi+1 to be
some direct improvement ofσi which uses at least one strict improvement, one obtains
an optimal winning strategy after at most|V | · ( |V |

d + 1)d iterations. The total running

time is thusO(|V |2 · |E| · ( |V |
d + 1)d).

4.1 All Profitable Switches

In the previous subsection we have not said anything about which direct improvement
should be taken in every improvement step. As no algorithms are known which deter-
mine for a given strategy such a direct improvement that the total number of improve-
ment steps is minimal (we call such a direct improvement “globally optimal”), one
usual resorts to heuristics for choosing a direct improvement, (see e.g. [1]).Most often
the heuristic “all profitable switches” mentioned in the introduction is used. In the case
of non-deterministic strategies this simply becomes taking Iσ as successor strategy. The
interesting fact here is thatIσ is a “locally optimal” direct improvement for a given rea-
sonable strategyσ, i.e. for all strategiesσ′ ⊆ Iσ we haveσ′ � Iσ. We remark that this
has already been shown implicitly by Schewe in [13]:

Theorem 4. Let σ be a reasonable strategy withIσ its set of improvements. For any
direct improvement ofσ we haveσ′ � Iσ.

We like to give an easy proof for this theorem. We first note thefollowing two properties
of the operatorFσ:

Fact 2. (i) For V,V ′ : V ∪ {⊥} → P with V � V ′ we haveFσ[V] � Fσ[V ′].
(ii) For two0-strategiesσa ⊆ σb we haveFσa

[V](s) � Fσb
[V](s) for all s ∈ V .

Using (i) and (ii) we get by induction

F i+1
σa

[V⊥] = Fσa
[F i

σa
[V⊥]] � Fσa

[F i
σb

[V⊥]] � Fσb
[F i

σb
[V⊥]] = F i+1

σb
[V⊥],

and therefore the following lemma:

Lemma 5. If σa andσb are reasonable andσa ⊆ σb, it holds thatVσa
� Vσb

.
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Now, as the set of improvementsIσ of a given reasonable strategyσ is itself a (non-
deterministic) strategy, and every direct improvementσ′ of σ satisfiesσ′ ⊆ Iσ by defi-
nition, the theorem from above follows. The algorithm of Schewe in [13] can therefore
be described as an optimized implementation of non-deterministic strategy iteration us-
ing the “all profitable switches” heuristic.

We close this section with a remark on the calculation ofVIσ
. Schewe proposes

an algorithm for calculatingVIσ
which usesVσ to speed up the calculation leading to

O(|E| log |V |) operations on color-profiles instead ofO(|E| · |V |). For this, formu-
lated in the notation of our algorithm, he introduces edge weightsw(u, v) := (℘(u) +
Vσ(v)) − Vσ(u), and calculates w.r.t. these edges an updateδ = VIσ

− Vσ. We argue
that one can use Dijkstra’s algorithm for this, as we haveVσ(u) � ℘(u) + Vσ(v) along
all edges(u, v) ∈ Iσ, and thusw(u, v) � ø, i.e. all edge weights are non-negative.

Proposition 1. VIσ
can be calculated using Dijkstra’s algorithm which needsO(|V |2)

operations on color-profiles on dense graphs; for graphs whose out-degree is bound by
someb this can be improved toO(b · |V | · log |V |) by using a heap1.

This gives us a running time ofO(|V |3 ·( |V |
d +1)d), resp.O(|V |2 ·b·log |V |·( |V |

d +1)d).

5 Comparison with the Algorithm by Jurdzinski and V öge

This section compares the algorithm presented in this article with the one by Jurdzinski
and Vöge [15]. We first give a short (slightly imprecise) description of the algorithm in
[15]: This algorithm starts in each step with somedeterministic0-strategyσ. Usingσ
a valuationΩσ is calculated (see below for details aboutΩσ). Then, by means of this
valuation possible strategy improvements are determined,and finally some non-empty
subset of these improvements is chosen, but only one improvement per node at most,
such that implementing these improvements yields adeterministicstrategy again. This
process is repeated until there are no improvements anymorew.r.t. the current strategy.

The valuationΩσ: We present a slightly “optimized” version of the valuation used in
[15]. The valuationΩσ(s) of a deterministic0-strategyσ consists of the thecycle value
zσ(s), thepath profile℘σ(s), and thepath lengthlσ(s) which are defined as follows:

– As σ is deterministic, all plays inA|σ are determined by player1. For every nodez
having odd color, we can decide whether there is at least one cycle inA|σ such that
this cycle is dominated byz. Let Z be the set of all odd colored nodes dominating
a cycle inA|σ.
Given a nodes we definezσ(s) to be a node of maximal color inZ, which is
reachable froms in A|σ; if no node inZ is reachable froms in A|σ, thens has to
be won by player0, and we setzσ(s) = ∞.

1 In [3] the authors propose another optimization to speed up the calculation of Vσ by restricting
the re-calculation ofVσ to only those nodes whereVσ changes. Those nodes can be easily
identified by calculating an attractor again in timeO(|E|). Unfortunately, combining this op-
timization with the one by Schewe ([13]) does not lead to a better asymptotic upper bound.
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– If zσ(s) is some odd colored node, the second component℘σ(s) becomes the color
profile of a≺-minimal play froms to zσ(s) in A|σ – with the restriction that only
nodes of color≥ c(zσ(s)) are counted.

– Finally, if ℘σ(s) is defined,lσ(s) is the length of shortest play froms to zσ(s) w.r.t.
℘σ(s), if zσ(s) has odd color.

Remark 4.We assume here thatzσ is either∞, if s is already won usingσ, or the
“worst” odd-dominated cycle into which player1 can force a play starting froms. In
[15], the authors even try to optimizezσ(s) when s is already won usingσ. These
improvements are obviously unnecessary, as we can always remove the attractor to
these nodes from the arena in an intermediate step in order toobtain a smaller arena.

Further, it is assumed in [15] that every node is uniquely colored. Therefore, in
[15] ℘σ is defined to be thesetof nodes having higher color thanzσ(s) on a “worst”
path froms to zσ(s). Jurdzinski and V̈oge already mention at the end of [15] that their
algorithm also works when not assuming that every vertex is uniquely colored, but do
not present the adapted data structures needed in this case.This was done in [2]: If the
same color is used for several vertices, it is sufficient to only count the number of nodes
having a colork ≥ zσ(s) along such a “worst” path froms to zσ(s) where “worst” path
simply means a≺-minimal path then. Therefore, the color profiles used in this article
are a direct generalization of the path profiles used in [15].

In [15] an edge(s, t) ∈ E0 is now called a strict improvement over(s, σ(s)), if Ωσ(t)
is strictly better thanΩσ(σ(s)), i.e. either the “worst” cycle improves, or the worst
play to it improves, or the length of a worst play becomes longer (“the longer player0
can stay away fromzσ the better for him”). A deterministic strategyσ′ is then a direct
improvement of a given deterministic strategyσ w.r.t. [15], if it differs from σ only in
strict improvements.

Definition 5. For a given parity game arenaA = (V,E, c, o), set

A⊥ := (V ∪ {⊥}, E ∪ V0 × {⊥} ∪ {(⊥,⊥)}, c ∪ {(⊥,−1)}, o ∪ {(⊥, 0)}).

A⊥ results fromA⊥ by simply adding a loop to⊥, and giving⊥ the color−1 so that
A⊥ is a parity game arena where⊥ is the cycle dominated by the least odd color. A
straight-forward adaption of the proof of Theorem 2 shows that player0 wins a nodes
in A iff he wins it inA⊥.

Now, as the strategy improvement algorithm in [15] tries to play to the “best” possi-
ble cycle, an optimal strategy (obtained by the algorithm) will always choose to play to
⊥ from a nodes, if s cannot be won by player0, as every other1-dominated cycle has
at least1 as maximal color. A strategyσ of player0 is therefore “reasonable” w.r.t. to
the algorithm by Jurdzinski and V̈oge, if(⊥,⊥) is the only1-dominated cycle inA⊥|σ.

Obviously, we now have an one-to-one correspondence between reasonable strate-
giesσ in A⊥, and reasonable strategiesσ in A⊥ of player0: we simply have to remove
or add the edge(⊥,⊥) to move fromA⊥ to A⊥ and vice versa. We therefore may
identify these strategies in the following as one strategy.

This allows us to compare the improvement step of the algorithm presented in this
article with that of [15]. Indeed, as the color of⊥ is−1 (recall that all other nodes have
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colors≥ 0), we have℘σ(s) = Vσ(s) for all nodes withzσ(s) = ⊥, andVσ(s) = ∞, if
zσ(s) 6= ⊥. This proves the following proposition:

Proposition 2. Any (deterministic) direct improvementσ′ of σ identified by [15] is a
subset ofIσ. Thereforeσ′ � Iσ.

In other words, the algorithm presented here always chooseslocally a direct improve-
ment ofσ which is at least as good as any deterministic direct improvement obtainable
by [15]. In the appendix, a small example can be found illustrating this.

5.1 Bound on the number of Improvement Steps

We finish this section by giving an upper bound on the total number of improvement
steps when using the “all profitable switches”-heuristic. In the case of an arena with out-
degree two, one can show that the number of improvement stepsdone by the algorithm
in [15] is bounded byO( 2|V0|

|V0|
) (cf. [1]).

When considering non-deterministic strategies the heuristic “all profitable switches”
naturally generalizes to simply takingIσ as successor strategy in every iteration. Here
we can show the following upper bound:

Theorem 5. LetA⊥ be a escape-parity-game arena where every node of player0 has
at most two successor. Then the number of improvement steps needed to reach an op-
timal winning strategy is bound by3 · 1.724|V0| when using non-deterministic strategy
iteration and the “all profitable switches”-heuristic.

Remark 5.To the best of our knowledge this is the best upper bound knownfor any
deterministic strategy-improvement algorithm. In [1] a similar bound is only obtained
by using randomization.

6 Conclusions

In the first part of the article, we presented an extended version of the algorithm by [3]
which (i) allows the use of non-deterministic strategies, and (ii) works directly on the
given parity game arena without requiring a reduction to a mean payoff game as an in-
termediate step. For (ii), we used the path profiles introduced in [15], resp. a generalized
version of it called color profiles (see also [2]).

We then showed that the heuristic “all profitable switches” in the setting of non-
deterministic strategies leads to the locally best direct improvement, and therefore to
the algorithm presented in [13].We further identified the fast calculation of the valuation
proposed by Schewe as the Dijkstra algorithm.

Finally, we turned to the comparison of the algorithm presented here to the one by
Jurdzinski and V̈oge [15]. As our algorithm works directly on parity games in contrast
to [3, 13], we could show that the valuations used in both coincide for parity game
arenas with escape for player0. We finished the article by adapting results from [10]
which allowed us to show that using the “all profitable switches”-heuristic in the setting
of non-deterministic strategies allows to obtain an upper bound ofO(1.724|V0|) on the
total number of improvement steps. This bound also carries over to the algorithm in
[13]. This bound was previously only attainable using randomization [1].
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15. Jens V̈oge and Marcin Jurdziński. A discrete strategy improvement algorithm for solving

parity games (Extended abstract). InCAV’00, volume 1855 ofLNCS, 2000.

12



A Example: Comparison with the Algorithm by Jurdzinski and
Vöge

d)

0 5 3 1

⊥
c)

0 5 3 1

⊥
a)

0 5 3

⊥

1

b)

0 5 3 1

⊥
e)

0 5 3 1

⊥

a) depicts an arenaA⊥ where bold arrows represent the edges of a0-strategyσ, and
dashed arrows represent edges not included inσ. Further, all nodes belong to player0,
where the numbers inside the nodes represent the colors.b) shows the setSσ of strict
improvements w.r.t.σ. c) The heuristic applied usually for choosing a deterministic
direct improvement ofσ is to take a maximal subset ofSσ so that for every node, for
which a strict improvement exists, there is exactly one strict improvement chosen. In
this example this leads to the strategy depicted in c).d) The algorithm presented in this
article, on the other hand, chooses the non-deterministic strategyIσ = σ∪Sσ, as shown
in d). e) Calculating the valuation of bothIσ, and the strategy shown in e) shows that
both strategy are equivalent w.r.t. their valuation (see also lemma 4). This means the
strategyIσ is already optimal in difference to c).

B Missing Proofs

B.1 Preliminaries

Definition 6. Given an arenaA = (V,E, o) and a target setT ⊆ V of nodes, we
define thei-attractor Attri[A](T ) to T in A by

A0 := T
Ai+1 := Ai ∪ {s ∈ Vi|sE ∩ Ai 6= ∅} ∪ {s ∈ V1−i|sE ⊆ Ai}
Attr0[A](T ) :=

⋃

i≥0 Ai.

The rankr(s) ∈ N ∪ {∞} of a nodes w.r.t. to Attr0[A](T ) is given by

min{i ∈ N|s ∈ Ai}

where we assume thatmin ∅ = ∞.
A strategyσ ⊆ Ei is then ani-attractor strategy toT , if for every(s, t) ∈ σ the

rank decreases along(s, t) as long ass has finite, non-zero rank.

Remark 6.Obviously, playeri can use anyi-attractor strategy to force any play starting
from a node with finite rank intoT on an acyclic path as the rank is strictly decreasing
until T is hit.
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B.2 Parity Game Arenas with Escape for Player0

Lemma 1. Assume thatχ = s0s1 . . . sn is a non-empty cycle in the parity game arena
A, i.e.s0 ∈ snE andn ≥ 0. χ is 0-dominated, i.e. the highest color inχ is even if and
only if ℘(χ) ≻ ø.χ is 1-dominated if and only if℘(χ) ≺ ø.

Proof. Wlog. we may assume thats0 has the dominating color inχ. As all remaining
nodes inχ have at most colorc(s0), the color profile℘(χ) is 0 for all colors> c(s0).
Hence, the highest color in which℘(χ) and ø differ isc(s). If c(s) is even, then℘(χ) ≻
ø by definition, otherwise℘(χ) ≺ ø, as℘(χ)c(s0) > 0. The other direction is shown
similarly. ⊓⊔
Theorem 2. Playeri wins the nodes in A iff he wins it inA⊥.

Proof. Let σ∗
i be the optimal, memoryless winning strategy in the parity gameA, and

Wi the winning set of of playeri w.r.t. σ∗
i .

First consider the cases ∈ W0. As only player0 can choose to move to⊥, any play
π in A⊥ w.r.t. σ∗

0 is a play inA, too. Hence,π is infinite, and won by player0 w.r.t. the
parity game winning condition. Thus,π has the value∞.

Assume now thats ∈ W1. Player1 can use his optimal strategy to force player0
starting froms into a play such that every cycle visited is1-dominated. If player0 does
not move to⊥, the infinite play also exists in the original parity game arena, is therefore
won by player1, and, hence, has the value−∞ in the escape game. On the other hand,
in the escape parity gameA⊥ player0 has now the option to escape any such infinite
play by opting to terminate the game by moving to⊥. Consider therefore a finite play
π = s0s1 . . . sn⊥. Assume that this path is not acyclic. Thus, as we are only counting
how often a given color appears along the path, we may splitπ into a simple pathπ′

from s0 to ⊤ and several cyclesχ1, . . . , χl. By using his winning strategyσ∗
1 player1

can make sure that every such cycle has an odd color as maximalcolor. It is now easy
to see that℘(χj) ≺ ø by definition of≺. Thus, we have

℘(π) = ℘(π′) + ℘(χ1) + . . . + ℘(χl) ≺ ℘(π′) � ℘.

⊓⊔

B.3 Strategy Improvement

Lemma 2. Letσ ⊆ E0 be a reasonable strategy of player0. We defineV⊥ : V ∪{⊥} →
P byV⊥(⊥) := ø, andV⊥(s) = ∞ for all s ∈ V , and the operatorFσ : (V ∪ {⊥} →
P) → (V ∪ {⊥} → P) by

Fσ[V](⊥) := ø
Fσ[V](s) := ℘(s) + min�{V(t) | (s, t) ∈ E1} if s ∈ V1,
Fσ[V](s) := ℘(s) + max�{V(t) | (s, t) ∈ σ} if s ∈ V0,

for anyV : V ∪ {⊥} → P.
Then, the valuationVσ of σ is given as the limit of the sequenceF i

σ[V⊥] for i → ∞,
and this limit is reached after at most|V | iterations.
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Proof. For all V,V ′ : V ∪ {⊥} → P with V(s) � V ′(s) for s ∈ V ∪ {⊥} we have
Fσ[V](s) � Fσ[V ′](s), too, i.e.Fσ is monotone. Obviously, we haveFσ[V⊥](s) �
V⊥(s) for all s ∈ V ∪ {⊥}. Therefore,F i

σ[V⊥](s) is monotonically decreasing for
i → ∞.

As σ is reasonable,Vσ(s) ≻ −∞, and it can only be finite, ifs is in the1-attractor
to ⊥ in A⊥|σ. Further, forVσ(s) ≺ ∞, Vσ(s) has to be the value of an acyclic play
π in A⊥|σ. One therefore checks easily thatVσ is a fixed point ofFσ; hence, by the
monotonicity ofFσ, andVσ � V⊥, we haveVσ � F i[V⊥] for all i ∈ N.

Let Ci be the set of nodess ∈ V ∪ {⊥} such thatF i
σ[V⊥](s) = Vσ(s). Obviously,

we have⊥ ∈ Ci for all i ∈ N. As F i
σ[V⊥] is monotonically decreasing, and bounded

from below byVσ, we haveCi ⊆ Ci+1.
DefineBi to be the boundary ofCi, i.e. the set of nodess ∈ V \Ci with sE ∩Ci 6=

∅ ∧ sE ∩ V \ Ci 6= ∅.
If Bi ⊆ V0, then player0 has a strategy to stay away from⊥ ∈ Ci for every node

s ∈ V \ Ci. It is easy to see thatF i[V⊥](s) = ∞ for all s ∈ V \ Ci in this case.
Thus, assumeBi ∩ V1 6= ∅. As player1 eventually needs to enterCi in order to

reach⊥, he has to use an edge from a nodes′ ∈ V1 ∩Bi to Ci. At least for this nodes′

we have to haves′ ∈ Ci+1.
Hence, we have to haveCi = V for somei ≤ |V |, implying F i+1

σ [V⊥] = F i
σ[V⊥].

⊓⊔

Definition 7. We writeτσ ⊆ E1 for the 1-strategy consisting of the edges(s, t) with
Vσ(s) = ℘(s) + Vσ(t).

Corollary 1. If σ is reasonable, then any direct improvementσ′ of σ is reasonable, too.

Proof. For any cycles0s1 . . . sl with s0 ∈ slEσ, we have

Vσ(s0) � ℘(s0 . . . sl) + Vσ(s0), i.e. ø≺ ℘(s0 . . . sl).

⊓⊔
Corollary 2. Letσ be a reasonable strategy.

(a) For a direct improvementσ′ of σ we have thatVσ(s) � Vσ′(s) for all s ∈ V .
(b) If (s, t) ∈ σ′ is a strict improvement ofσ, thenVσ(s) ≺ Vσ′(s).

Proof. (a) Lets be any node. For any playπ = s0s1 . . . sn⊥ starting froms in A⊥|σ
we have already shown:

Vσ(s) � ℘(π) + Vσ(⊥) = ℘(π) � Vσ′(s).

(b) As(s, t) is a strict improvement ofσ, we have (i)Vσ(s) ≺ ℘(s)+Vσ(t), (ii) s ∈ V0,
and, hence, (iii)Vσ′(s) = max≺{℘(s) + Vσ′(t′) | (s, t′) ∈ σ′}. With the result from
(a) it follows that

Vσ(s) ≺ ℘(s) + Vσ(t) � ℘(s) + Vσ′(t) � Vσ′(s).

⊓⊔
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Lemma 3. As long as there is a nodes ∈ W0 with Vσ(s) ≺ ∞, σ has at least one
strict improvement.

Proof. Let A be the set of nodest with Vσ(t) ≺ ∞, i.e. A is the1-attractor to⊥ in
A⊥|σ. By assumption we haveW0 ∩ A 6= ∅. Assumes ∈ A ∩ W0. Let π be any play
determined byτσ andσ∗

0 . As σ∗
0 is optimal ands ∈ W0, π stays inW0 forever, i.e. the

play is infinite.
First, assumeπ does not leaveA. Every timeπ uses an edge(u, v) which does not

exist inA⊥|σ it has to hold thatu ∈ V0. Hence, asσ is not strict improvable, we have
to haveVσ(u) � ℘(u) + Vσ(v) for all edges(u, v) ∈ σ∗

0 . On the other hand, we have
Vσ(u) = ℘(u) + Vσ(v) along edges(u, v) ∈ τσ. Thus, the value of any cycle visited
by π is ≺ ø – a contradiction.

Therefore, consider the case thatπ leavesA. This also has to happen along an edge
(u, v) with u ∈ V0. As u ∈ A andv ∈ V \ A we haveVσ(u) ≺ ∞ = Vσ(v). Hence,
(u, v) is a strict improvement. ⊓⊔
Lemma 4. Let σ be a reasonable strategy of player0 in A⊥, and Iσ the strategy
consisting of all improvements ofσ.

Then every deterministic strategyσ′ ⊆ Iσ with VIσ
(s) = ℘(s) + VIσ

(t) for all
(s, t) ∈ σ′ satisfiesVIσ

= Vσ′ .

Proof. By definition,σ′ is a direct improvement ofIσ, hence, we haveVIσ
(s) � Vσ′(s)

for all nodess.
On the other hand,σ′ is also a direct improvement ofσ, asσ′ ⊆ Iσ. Thus, we have

Vσ′(s) � VIσ
(s) for all s ∈ V . ⊓⊔

Lemma 6. (a) Forσa andσb two reasonable strategies of player0, we define the strat-
egyσab by

(s, t) ∈ σab :⇔ max{Vσa
(s),Vσb

(s)} � ℘(s) +
≺

max{Vσa
(t),Vσb

(t)}.

Thenmax≺{Vσa
(s),Vσb

(s)} � Vσab
(s) for all s ∈ V , i.e. there is a strategŷσ

such that for all other strategiesσ we haveVσ(s) � Vσ̂(s) for all s ∈ V .
(b) If Vσ(s) ≺ Vσ̂(s) for at least ones ∈ V , thenσ has a strict improvement.

Proof. (a) We first show thatσab is indeed a strategy. Consider anys ∈ V0. Then there
is at least oneta s.t.(s, ta) ∈ σa andVσa

(s) = ℘(s) + Vσa
(ta), and similarly atb with

the same properties w.r.t.σb. AssumeVσa
(s) � Vσb

(s) – the other case being similar.
By definition ofVσ we then have

Vσa
(tb) � Vσa

(ta) = ℘(s) + Vσa
(s) � ℘(s) + Vσb

(s) = Vσb
(tb),

i.e. (s, tb) ∈ σab.
By definition, we have

max{Vσa
(s),Vσb

(s)} � ℘(s) +
≺

max{Vσa
(s),Vσb

(s)} (∗)

along every edge(s, t) ∈ σab. For any edge(s, t) ∈ E1, we have

Vσa
(s) � ℘(s) + Vσa

(t) andVσb
(s) � ℘(s) + Vσb

(t).
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Hence,(∗) holds along every edge ofA⊥|σab
. Therefore, any cycle inA⊥|σab

has to be
0-dominated, again, i.e.σab is reasonable, too.

If Vσab
(s) = ∞, there is nothing to show. AssumeVσab

(s) ≺ ∞, first, and let
π = s0s1 . . . sn⊥ be any acyclic play with℘(π) = Vσab

(s). Because of(∗) we then
havemax{Vσa

(s),Vσb
(s)} � ℘(π) = Vσab

(s), again.
(b) If there is some nodes ∈ V with Vσ(s) ≺ Vσ̂(s) = ∞, we already know thatσ

has a strict improvement as it is not optimal (s is won byσ̂ but not byσ).
Therefore assume thatVσ̂(s′) = ∞ impliesVσ(s′) = ∞ for all nodess′, and lets be

a node withVσ̂(s) ≺ ∞. Letπ again be an acyclic play inA⊥|σ̂,τσ
with ℘(π) = Vσ̂(s),

i.e. player0 useŝσ and player1 his response-strategyτσ for σ.
As σ has no strict improvements, we haveVσ(s) � ℘(s) + Vσ(t) for all edges

(s, t) ∈ E0; on the other hand, along the edges(s, t) ∈ τσ we haveVσ(s) = ℘(s) +
Vσ(t) by definition ofτσ.

Hence, we getVσ̂(s) � Vσ(s) � ℘(π) = Vσ̂(s), if σ has no strict improvements.
⊓⊔

Proposition 1. VIσ
can be calculated using Dijkstra’s algorithm which needsO(|V |2)

operations on color-profiles on dense graphs; for graphs whose out-degree is bound by
someb this can be improved toO(b · |V | · log |V |) by using a heap.

Proof. Letσ be a reasonableσ strategy of player0, andA the1-attractor to⊥ in A⊥|Iσ
.

For all nodess ∈ V \ A, we haveVIσ
(s) = ∞. We therefore have only to consider the

graph(A,EIσ
∩ A × A) in order to calculateVIσ

for the nodes inA.
Recall that we have for every edge(u, v) in A⊥|Iσ

thatVσ(u) � ℘(u) + Vσ(v).
Define now for(u, v) ∈ EIσ

∩A×A the functionw by w(u, v) := (℘(u) + Vσ(v))−
Vσ(u) � ø. Hence, for any pathπ′ = t0t1 . . . tn⊥ in (A,EIσ

∩ A × A) we have

℘(π′) − Vσ(t0)
= ℘(t0) + . . . + ℘(tn) + (Vσ(t1) − Vσ(t1)) + . . . + (Vσ(tn) − Vσ(tn)) − Vσ(t0)
= (℘(t0) + Vσ(t1) − Vσ(t0)) + . . . + (℘(tn) + Vσ(⊥) − Vσ(tn))
= w(t0, t1) + w(t1, t2) + . . . + w(tn,⊥).

Therefore, for anys ∈ A we have thatVIσ
(s), i.e. the≺-minimal value player1 can

guarantee to achieve in a play starting froms, has to beVσ(s) plus the≺-minimal value
δσ(s) player1 can guarantee starting froms in the edge-weighted graph(A,EIσ

∩A×
A,w).

As w(u, v) � ø, we can use Dijkstra’s algorithm to findδσ(s) with the restriction
that we only may add a node controlled by player0 to the boundary in every step of
Dijkstra’s algorithm, if all successors of this node have already been evaluated. We then
haveδσ(s) = VIσ

(s) − Vσ(s). ⊓⊔

B.4 Comparison with the Algorithm by Jurdzinski and V öge

Theorem 5. Let A⊥ be a escape-parity-game arena where every node of player0
has at most two successor. Then the number of improvement steps needed to reach an
optimal winning strategy is bound by3 · 1.724|V0|.
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Proof. Assumption 2. We assume that player0 can only choose between at most two
different successors in every state controlled by him, i.e.∀v ∈ V0 : |vE| ∈ {1, 2}.

Let (σ⊥ = σ0) ≺ σ1 ≺ . . . ≺ (σl = σ̂) be the sequence of strategies produced
by the strategy-improvement algorithm presented in this article. As already shown, we
may assume thatσi is deterministic.

For σi let ki be the number of nodess ∈ V0 such that there is at least one strict
improvement ofσ ats, i.e.

ki := |src(Sσi
)| with src(Sσi

) := {s ∈ V0 | ∃(s, t) ∈ Sσi
}.

(Recall thatSσ is defined to be the set of strict improvements of a given strategyσ.)
Then there are at least2ki − 1 deterministic direct improvementsσ′ of σi with

σi ≺ σ′ andσ′ \ σi ⊆ Sσi
. 2

We then haveσi ≺ σ′ � σi+1 for every suchσ′. Now, asσi ≺ σi+1, we know that
every suchσ′ has not been considered in a previous step (< i) nor will it be considered
in any following step (> i). Therefore, at least2ki − 1 new deterministic strategies can
be ruled out as candidates for optimal winning strategies.

Hence, ifSk is the number of deterministic strategies which have at mostk nodes
at which there exists at least one strict improvement, we getas an upper bound for the
number of improvement steps

Sk +
2|V0|

2k+1 − 1
≤ Sk + 2|V0|−k.

The next lemma bounds the numberSki
of strategiesσi having the same value forki:

Lemma 7. Let (σi)0≤i≤l = σ⊥ = σ0 ≺ σ1 ≺ . . . ≺ σl = σ̂ be the sequence of
reasonable deterministic strategies generated by the strategy improvement algorithm.

For an arenaA⊥ with |sE| ≤ 2 for all s ∈ V0 it holds that there are most
(

|V0|
k′

)

strategies in(σi)0≤i≤l with |src(Sσi
)| = k′.

Proof. First note the following easy fact: As along any edge(s, t) ∈ σ holds, we have
Vσ(s) � ℘(s) + Vσ(t) by definition ofFσ. Thus, for any strategyσ ⊆ E0 of player0
it holds thatSσ ∩ σ = ∅.

Next, letσa andσb be two reasonable strategies of player0 in A⊥. We claim that it
holds that

(a) If Sσb
∩ σa = ∅, we haveσa � σb.

(b) Assume that|sE| ≤ 2 for all s ∈ V0. If src(Sσb
) ⊆ src(Sσa

), it holds thatσa � σb.

Before given the proofs to these two claims, note that (b) already implies that we can
have at most

(

|V0|
k′

)

-many strategiesσi with ki = k′, as this is the number of disjoint
subsets ofV0 with k′ distinct elements.

In order to show (b), we first need to show (a): (a) LetA′
⊥ be the arena resulting

fromA⊥ by removing all strict improvements ofσb from E, i.e.E′ = E \Sσb
. Bothσa

andσb are reasonable strategies of player0 in A′
⊥, as we only remove edges and these

2 Note that we do not claim thatσi+1 is one of these strategiesσ′.
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edges are neither used byσ nor byσ′. This also means that the operatorsFσ andFσ′

stay unchanged, implying that the valuations ofσ (reps.σ′) onA⊥ andA′
⊥ coincide.

But asσb has no strict improvements inA′
⊥, it has to hold thatσb is an optimal winning

strategy inA′
⊥, meaning thatσa � σb (cf. lemma 6).

(b) SetC = Sσb
∩ σa. For everys ∈ src(C) we find atC such that(s, tCs ) ∈ C,

a tσb

s with (s, tσb

s ) ∈ σb (as σb is a strategy), and atSσa

s with (s, t
Sσa

s ) ∈ Sσa
(as

src(Sσb
) ⊆ src(Sσa

)).
Now, because ofSσ ∩ σ = ∅ for any strategyσ, we may conclude thattC 6= tσb

s ,
andtC 6= t

Sσa

s for all s ∈ src(C). Thus, as we assume that|sE| ≤ 2, it has to hold that
t
Sσa

s = tσb

s for all s ∈ src(C). We define thereforeC ′ = {(s, tσb

s ) | s ∈ src(C)}, and

σ′ := C ′ ∪ σa \ C.

As C ′ ⊆ Sσa
, we haveσa � σ′. Furtherσ′ � σb, asσ′ ∩ Sσb

= ∅. ⊓⊔

The last lemma can be found in [10] for Markov decision processes.
As long as1 ≤ k ≤ |V0|

3 , we have

Sk ≤
k

∑

k′=0

(|V0|
k′

)

≤ 2

(|V0|
k

)

≤ 2

( |V0|
k

· e
)k

.

What remains is to find a1 ≤ k ≤ |V0|
3 such that

2

( |V0|
k

· e
)k

+ 2|V0|−k

is minimal. For this setb = |V0|
k with b ≥ 3, yielding

2 · e|V0|·
1+ln b

b + eln 2·|V0|·
b−1

b .

As 1+ln b
b is strictly decreasing andb−1

b is strictly increasing, we need to look for the
largestb ≥ 3 such that

1 + ln b

b
≥ ln 2 · b − 1

b
.

Using e.g. Newton’s method one can easily check thatb ∈ (4.6, 4.7) with b ≈ 4.66438.
We therefore get

3 · e0.545·|V0| ≤ 3 · 1.724|V0| ≤ 3 · 1.313|V |

as an alternative upper bound for the number of improvement steps for an arena with
out-degree two3.

⊓⊔

3 Using a more detailed analysis in the spirit of [1] one can even show an upper bound of
O(1.71|V0|).
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