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Abstract

We show that for several classes of idempotent semirings the least fixed-point of a
polynomial system of equations X = f(X) is equal to the least fixed-point of a
linear system obtained by “linearizing” the polynomials of f in a certain way. Our
proofs rely on derivation tree analysis, a proof principle that combines methods from
algebra, calculus, and formal language theory, and was first used in [10] to show that
Newton’s method over commutative and idempotent semirings converges in a linear
number of steps. Our results lead to efficient generic algorithms for computing the
least fixed-point. We use these algorithms to derive several consequences, including an
O(N?) algorithm for computing the throughput of a context-free grammar (obtained
by speeding up the O(N*) algorithm of [7]), and a generalization of Courcelle’s result
stating that the downward-closed image of a context-free language is regular [8].
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1. Introduction

Systems X = f(X) of fixed-point equations, where f is a system of polynomials,
appear naturally in program analysis [22, 24, 6, 23], language theory [25], seman-
tics of programming languages and process algebras [18, 21, 2] and in the study of
probabilistic systems [16, 11, 13, 12]. In many of these applications, the system of
equations is easily derived from a program or process by syntactic means; the sum and
product operations in the polynomials standing for choice and sequential composition,
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respectively. The system is solved over different domains corresponding to different
abstractions or overapproximations of the system [6, 23]. While the abstractions lose
information about the behaviour of the system, they are necessary in order to efficiently
compute a solution of the equations.

In this paper we study how to solve the equations for different classes of domains.
We follow an axiomatic approach, i.e., we investigate generic algorithms that can be
applied to equations over any domain satisfying a given set of axioms. Our work can be
seen as an algorithmic-oriented version of the approach to process algebra pioneered
by Bergstra and Klop [3, 4], and further developed by the “Dutch school” (see e.g.
[2, 14, 5]), in which the semantic models of a process are also classified in terms of
axioms. In fact, as shown in Section 2.1, our systems of equations can be interpreted as
recursive definitions of processes in Bergstra and Klop’s Basic Process Algebra (BPA),
but over models satisfying not only the right-distributivity axiom (x+y)-z = z-z+y-z,
but also the left-distributivity axiom x - (y + 2) =z -z + y - 2).

The starting point of our work is Kleene’s classical fixed-point theorem [20]. The
theorem shows that for any system X = f(X) of polynomial equations and for any
domain satisfying the axioms of a complete semilattice or, more generally, of an w-
continuous semiring, there exists a least solution pf that can be approximated by iter-
atively computing f(0), f(£(0)), f(£(£(0))),.... The theorem is extremely useful
and finds many applications in distributive program analysis, analysis of context-free
grammars, trace semantics for process algebras, and probabilistic verification. How-
ever, it is often unsatisfactory from an algorithmic point of view, because it fails to
terminate in general. Consider for instance the equation X = a- X +b over the lattice
of subsets of the language {a, b}*. The least solution is the regular language a*b, but
we have f(i) (0) = {b,ab,...,a""tb} fori > 1, i.e., the solution is not reached in any
finite number of steps.

In [10, 9] we have shown that Newton’s method—the well-known method from
numerical mathematics for approximating a zero of a differentiable function— can
be generalized to arbitrary w-continuous semirings. Like Kleene’s, Newton’s method
proceeds by iteratively computing approximations to uf. We were able to show that
for idempotent (w.r.t. addition) and commutative (w.r.t. multiplication) semirings the
method terminates?, and in fact terminates after a small number of iterations: if the
system has n equations, then the n-th Newton approximant is already equal to u f.

Our proof of this result uses a (to the best of our knowledge) novel technique, which
we call derivation tree analysis. The system f induces a set 7 of derivation trees, a
generalization of the well-known derivation trees of context-free grammars. Each tree
can be naturally assigned a semiring element, called the yield of the tree. It is easy to
show that pf is equal to the sum of the yields of all derivation trees. Derivation tree
analysis first identifies a subset 7" of derivation trees whose total yield Y (T") is easy
to compute in some sense, and then proves that T” satisfies the embedding property:
Y(t) C Y(T") for every derivation tree ¢. If the semiring is idempotent, the embedding
property implies Y(7) = Y(T”), and so pf = Y(T"). In [10], the set 7" was chosen
so that Y(T") is equal to the n-th Newton approximant, and the embedding property

2 A similar result was already proved in [19].



was proved using some tree surgery and exploiting the commutativity of the semiring.

The computation of the n-th Newton approximant can still require considerable
resources. In this paper we present a further application of derivation tree analysis
to idempotent semirings, leading to more efficient algorithms for computing the least
fixed point. For this, we define the set B of bamboos of a system f. Loosely speaking,
bamboos are derivation trees with an arbitrarily long stem but only short branches. We
first show that Y (B) is the solution of a linear system of equations whose functions are
similar (but not identical) to the straightforward linearisation of f. Then, we prove that
the following three classes of semirings satisfy the embedding property:

Star-distributive semirings are idempotent and commutative semirings satisfying
the additional axiom (a + b)* = a* + b* (where * is the well-known Kleene iteration
operator). The so-called “tropical” (min, +)-semiring over the reals (extended with
~+o00 and —oo) is star-distributive. Our tree analysis leads to an algorithm for computing
wf very similar to the generalized Bellman-Ford algorithm of Gawlitza and Seidl [15].
We use it to derive a new algorithm for computing the throughput of a context-free
grammar, a problem introduced and analyzed by Caucal et al. in [7]. Our algorithm
runs in O(N?), a factor N faster than the algorithm presented in [7].

Lossy semirings are idempotent semirings satisfying the additional axioma+1 = a
where 1 is the neutral element of multiplication. A natural model are downward-closed
languages with union and concatenation as operations. Lossy semirings find applica-
tion in the verification of lossy channel systems, a model of computation thoroughly
investigated by Abdulla et al. (see e.g. [1]). Our tree analysis leads to an algebraic proof
of Courcelle’s theorem stating that the downward closure of a context-free language is
effectively regular [8].

1-bounded semirings are idempotent semirings where the equation a+1 = 1 holds.
A natural example is the “maximum probability” semiring with the interval [0, 1] as car-
rier, maximum as addition, and standard multiplication over the reals. Using derivation
tree analysis it is very easy to show that the least fixed-point p f of a polynomial system
f with n variables is given by f"(0), the n-fold application of f to 0.

The rest of the paper is organized as follows. After the preliminaries in Section 2
we introduce derivation tree analysis in Section 3. Bamboos are defined in Section 4.
In the Sections 5, 6 and 7 we apply derivation tree analysis to the semiring classes
mentioned above.

2. Preliminaries

As usual, N denotes the set of natural numbers including 0.

An idempotent semiring S = (S, +,-,0, 1) consists of a commutative, idempotent
additive monoid (S, +,0), and a multiplicative monoid (S, -, 1). In the following we
often omit the dot - in products. Both algebraic structures are connected by left- and
right-distributivity, e.g. a(b+¢) = ab+ac, and by the requirement that 0-a = a-0 = 0
for all @ € S. The natural order C on S is defined definedbya C b < a+b=0b.

An io-semiring is an idempotent semiring which is further w-continuous, i.e., on S
countable summation Zi eN @i € S is defined (with a; € .S), and satisfies the following
requirements: (i) summation is continuous, i.e., sup={ag +a; +... +a | k € N} =



> ien @i for all sequences a : N — S; (ii) distributivity extends in the natural way
to countable summation; and (iii) > jeJ Y i I i = > ien @i holds for all partitions
(I;)je of N. Note that for io-semiring we have ), a; C b if and only if a; C b for
all 7 € N. In every such io-semiring the Kleene-star operator * : S — S'is well-defined
by a* =3y a® for all a € S. In the following we consider only io-semirings S.

We fix a finite, non-empty set X' of variables for the rest of the section, and use
n to denote |X| in the following. A map from X to S is called a vector. The set
of all vectors is denoted by V' with 0 € V the vector which maps every X € X to
0 € S. We write both v(X) and v x for the value of a vector v at X € X, also called
the X -component of v. Sum of vectors is defined componentwise: given a countable
set I and a vector v; for every ¢ € I, we denote by > ._;v; the vector given by
(Yiervi) (X) =2, vi(X) forevery X € X.

A monomial of degree k is a finite expression a3 Xias - - - ax Xgak+1 where k > 0,
a,...,apr1 € S\ {0} and Xy,..., X € X. A polynomial is an expression of
the form mq + --- + my where £ > 0 and my, ..., m; are monomials. Since S is
idempotent, we assume w.l.o.g. that all monomials of a polynomial are distinct. The
degree of a polynomial is the largest degree of its monomials. We let S[X] denote the
set of all polynomials.

Let f = a3 Xjas ... Xpagy1 be a monomial and let v be a vector. The evaluation
of f at v, denoted by f(v), is the product a1 vx, s - - - @V x, ag+1. We extend this to
any polynomial: if f = Ele mg, then f(v) = Ele m;(v).

A system of polynomials or polynomial system f : X — S[X] assigns to every
variable X € & a polynomial fy and induces a map from V' to V' by componentwise
evaluation of the polynomials: f(v)x := fx(v) forallv € V, and X € X. We write
X = f(X) for the equation system A y., X = fx (over the respective io-semiring
S). The following proposition, which follows easily from Kleene’s theorem and the
fact that f is a monotone and continuous mapping, shows that any polynomial system
f has a least fixed-point . f, i.e., the corresponding equation system X = f(X) has
a least solution p f.

el

Proposition 1. A polynomial system f has a unique least fixed-point pf, ie., uf =
f(uf), and pf © v holds for all v with v = f(v). Further, juf is the supremum
(w.r.t. C) of the Kleene sequence (f'(0));en, where f* denotes the i-fold application

of f.

2.1. Connection to Basic Process Algebra

Idempotent semirings are closely related to Basic Process Algebra (BPA), the frag-
ment of Bergstra and Klop’s process algebra involving only sequential composition and
choice [3]. Recall the axioms of BPA with deadlock—special constant /—and immediate



termination—special constant € (see Chapter 2 of [2]):

r+y = y+x Al
(x+y)+z = z+(y+z2) A2
T+ = 2 A3
(z+y) -z = z-24+y-z A4
(@-y)z = x-(y-2) A5
r+o = x A6
b-x = § A7

rT-e = X A8

ex = A9

It follows immediately from this list that every semiring S = (S, +,-,0,1) yields a
model of BPA when ¢ and ¢ are interpreted as 0 and 1, respectively. The converse does
not hold, because semirings also satisfy the left-distributivity axiom

- (y+z)=z-y+z-z.

Loosely speaking, this is the axiom that distinguishes linear from branching time mod-
els: in linear time models, the semantics of a process is a set of traces, and processes
that only differ on the point at which nondeterminism is resolved are considered equal;
in branching time models (like bisimulation or testing equivalence), the axiom does not
hold. Our work on semirings can therefore be seen as the algorithmic study of linear
time models of BPA.

3. Derivation Trees

We generalize the notion of derivation tree, as known from formal languages and
grammars. We identify a node u of a (ordered) tree ¢ with the subtree of ¢ rooted at u.
In particular, we identify a tree with its root.

Let f be a polynomial system over a set X’ of variables. A derivation tree t of
f is an ordered (finite) tree whose nodes are labelled with both a variable X and a
monomial m of fx. We write A\, resp. A, for the corresponding labelling-functions.
Moreover, if the monomial labelling of a node u is A\, (u) = a1 Xias ... Xsasyq for
some s > 0, then u has exactly s children w1, ..., us, ordered from left to right, with
Ao(u;) = X; foralli = 1,...,s. A derivation tree ¢ is an X -tree if A\, (t) = X. The
set of all X-trees of f is denoted by Ty x, or just by T if f is clear from the context.

The left part of Figure 1 shows a derivation tree of the system f over the variables
X and Y given by fy = aXYb+ cand fy = dX + Ye. The derivation trees of
f are very similar to the derivation trees of the context-free grammar with productions
X — aXVblcand Y — dX|Ye. Note that the nodes of “our” trees are labeled
by “productions” (for instance, the label (X, aXYb) corresponds to the production
X — aXY). This simplifies notation in the following proofs. On the right of Figure
1 the corresponding tree according to the standard definition is shown. The height
h(t) of a derivation tree ¢ is the length of a longest path from the root to a leaf. The

set of X-trees (of f) of height at most h is denoted by T)((h). The yield Y(¢) of a
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Figure 1: A derivation tree on the left, and its standard representation on the right

derivation tree ¢ with A, (t) = a1 X1a2 - - - Xsas41 is inductively defined to be Y (¢) =
a1Y(t1)as - - Y(ts)asyi. We extend the definition of Y to sets T C 7x by setting
Y(T) := > ,cr Y(t). E.g., the system f defined above has exactly two X-trees of
height at most 2: the tree consisting of a single node labeled by (X ¢), and the left tree

of Figure 1. Their yields are ¢ and acdcb, respectively, and so Y (7, )((2)) = c+ acdcb. It
follows Y(’T)(f)) = f3(0)x, i.e., the yield of the X-trees of height at most 2 is equal

to the “Kleene approximant” £3(0)x from Proposition 2. The following proposition,
easy to prove [9], shows that this is not a coincidence.

Proposition 2. Forall h € Nand X € X, we have Y(T)((h)) = (fh'H(O))X.
Together with Proposition 2 we get:

Corollary 3. pf v =Y (7x).

3.1. Derivation Tree Analysis

We say that a set T’y of X -trees satisfies the embedding property if Y(t) C Y(Tx)
for every X-tree t € Tx Loosely speaking, this means that for a tree ¢ € Tx \ T, its
yield Y (t) is already taken into account when only considering Tx. For our setting of
io-semirings, the embedding property is of course equivalent to Y (7x) C Y (Tx) resp.
Y(7x) =Y(Tx) as Tx C Tx. In combination with Corollary 3 we obtain:

Proposition 4. Let f be a system of polynomials over an io-semiring, and let X be
a variable of f. If a set Tx of X-trees of f satisfies the embedding property, then
uf = Y(Tx).

This proposition suggests a technique for the design of efficient algorithms com-
puting pf: (1) define a set T'x of derivation trees whose yield is “easy to compute”
in some io-semiring, and (2) identify “relevant” classes of io-semirings for which T’y
satisfies the embedding property. By Proposition 4, 1. f is “easy to compute” for these
classes. We call this technique derivation tree analysis.

4. Bamboos and their Yield

The difficulty of derivation tree analysis lies in finding a set T'x exhibiting a good
balance between the contradictory requirements “easy to compute” and “relevant”: if
Tx = 0 then the yield is trivial to compute, but T'x does not satisfy the embedding



property in any interesting case. Conversely, Ty = 7x trivially satisfies the embedding
property for every io-semiring, but is not easy to compute. The main contribution of
this paper is the identification of a class of derivation trees, bamboos, exhibiting this
balance. In this section we define bamboos and show that their yield is the least solution
of a system of linear equations easily derivable from f. The “easy to compute” part
is justified by the fact that in most semirings used in practice linear equations are far
easier to solve than polynomial equations (e.g., in the real semiring or the language
semiring with union and concatenation as operations). The “relevance” of bamboos is
justified in the next three sections.

Definition 5. Let f be a system of polynomials. A tree ¢t € T x is an X-bamboo if
there is a path leading from the root of ¢ to some leaf of ¢, the stem, such that the height
of every subtree of ¢ not containing a node of the stem is at most n — 1. The set of all
X-bamboos of f is denoted by By x, or just by By if f is clear from the context.

Figure 2: An example of the structure of a bamboo: it consists of a stem of unbounded length from which
subtrees of height less than n sprout; on the right it is shown with its stem straightened.

The linear system of equations mentioned above can be obtained by suitably general-
izing the notion of differential of a function. Recall from elementary calculus that the
differential of a function f(X) at value v is the linear function (more precisely, differ-
ential 1-form) Dy| (X) which describes the differential change of f in a neighborhood
of v. Over the real numbers, differential and derivative of a function are closely related,
indeed we have Dy| (X) = f’(v)X which, neglecting the constant offset, is the best
linear approximation to f(X) in the neighborhood of v. Differentials can be suitably
extended to functions over several variables (where there is similar connection with the
partial derivatives).

This suggests to use differentials to “linearize” polynomial equations over semi-
rings, i.e., for finding linear equations whose solutions are good aproximations or even
equal to the solutions of the polynomial systems. For this, however, we must first come
up with a suitable definition of differential! In calculus the differential is defined in
terms of the derivative (see baove), which in turn is defined as a limit of quotients. Since
multiplication in a semiring does not necessarily have an inverse, there seems to be no



simple of way of generalizing the differential. To overcome this problem, we recall that
a polynomial function can be computed using simple rules very similar to the rules for
computing derivatives. For instance, the rule (fg)'(X) = f(X)g(X) + f(X)¢'(X)
for the computation of derivatives yields the rule

Df9)lo(X) = Ds[,(X)h(v) + f(v) Dyl (X)

for differentials. Since these rules only involve addition and multiplication, they can be
used to define the differential of a polynomial function not only for functions over the
reals, but for functions over an arbitrary semiring. This is what we do in Definition 6
below. Notice that, in principle, this definition is purely formal: nothing guarantees that
the differential of a polynomial over a semiring will be in any sense “a linear approxi-
mation” to the polynomial. However, this turns out to be the case: Definition 6 defines
a linearization of polynomial equations using this formal definition of differentals, and
Theorem establishes the relation between the elast solution of a system and the least
solution of its linearization.

Definition 6. Let f € S[X] be a polynomial and letv € V be a vector. The differential
of f atvw.rt. avariable X is the map Dx f|,: V — S inductively defined as follows:

0 if feSorfeX\{X}
ax if f=X
Dxflsl@) =\ Dyglu(a) - hio) +9(v) - Dxhlo(a) 5 =g-h
Sy Dxmaly(@) itf =" m.

Further, we define the differential of f at v by Df|,(a) = > ycr Dxflo(a).
The differential of a system of polynomials f at v is defined componentwise by
(Df|v(a))x := D(f x)|v(a)forall X € X.

Example 7. For f(X,Y)=a- X -X-Y -b v = (vx,vy), c = (cx,cy) we have:

Dxflo(c) = a-cx-vx-vy-b+a-vx-cx-vy-b
Dyflo(e) = a-vx-vx-cy-b

Remark. At this point the reader may wonder why we use differentials instead of
derivatives, whose rules are simpler than the ones of Definition 6. The reason is that
the connection Dy[ (X) = f’(v)X only holds because multiplication over the reals is
commutative, which is not necessarily the case in semirings. Consider the polynomial
f(X) = aXb+ a. Taking the derivative yields f'(X) = ab and, subsequently, {(X) =
abX + a for the tangent at the point X = 0. Clearly, if multiplication is commutative,
then [(X') approximates f(X) from below, i.e., we have [(v) C f(v) forallv € S
as [(X) = f(X). But on the language semiring generated by ¥ = {a, b}, where
multiplication is notcommutative, this does not hold anymore, e.g., [(a) # f(a). Since
the connection between derivative and differential no longer holds, we are forced to
work directly with differentials.

Using differentials we define a particular linearization of a polynomial system. The
idea is to replace a polynomial system of equations X = f(X) by a linear system
X = fz(X) whose least solution is a “good approximation” to the least solution of

X = f(X).



Definition 8. Let f be a system of n polynomials. The bamboo system f g associated
to f is the linear system fz(X) = D f|n(0)(X) + £(0). The least solution of the
system of equations X = fz(X) is denoted by . f 5.

The following theorem establishes the relation between the least solutions of x =
F(X)and@ = f5(X).

Theorem 9. Let f be a system of polynomials over an io-semiring. For every variable
X of f we have Y (Bx) = (ufp)x, i.e., the yield of the X-bamboos is equal to the
X-component of the least solution of the bamboo system.

PROOF. In the following, tet B (). =BxnN T)((h) be the set of X-bamboos (w.r.t. f)

of height at most h. Note that B~ ) =70,
Further note that by Kleene’s fixed point theorem, we have

pfs= Z Df|l;fn(0) (.f(O)),

keN
where D f|’}n( 0) denotes the k-fold application of D f
Df1%. o) (£(0)) = f(0).) By definition, we have

£7(0)
f5(X) = £(0) + Dflsn0)(X)-
We now turn to the actual proof. We fist show that for all A > 0
h n
b (F1(0))) -

Note that D f|%. o) (£"(0)) 2 Df|}. o) (£(0)) as f"(0) I £(0) so that Y (Bx) I
(u I B) follows by w-continuity. We proceed by induction on h: For h = 0, we have
B =7 and Y(T V) = £7(0)x (cf. prop. 2). Thus,

YBYT) = YY) = £1(0)x = (DF(} ) (£1(0))

follows immediately.
Consider therefore (Dﬂh+1 (f"(0) ))X for b > 0, and let Y(B™") denote the

#7(0)- (In particular, we have

YBT3 (Df

vector deﬁned by Y(B(h)) = Y(B h)). We then have by induction on h and by
that
(va;:r;m( ”<o>>)X = (Dflr@ (Dfl o) (F70))

1M

(Df\mm (Y(B(H"*l))))x
Df x| gn o) (Y(BHT=1))
Assume that f 5 = Zle m; where myq, ..., my are monomials. As addition is idem-

potent, we may assume that these monomials are pairwise different. By linearity of the
differential, we obtain

Df x| g0 (Y(BPTD) Zsz\fW(O) BUrn=y),



We only need to consider the monomials m; of degree at least one as for every con-
stant monomial its differential is always null. In particular, if f is constant, then
D(fx)|v(a) = 0 for all v, a and B = T)((O), and we are done. Hence, assume that
f x 1s not constant, and consider any monomial m = a3 Xias...X;a;4+;1 of degree
1> 1in{my,..., my}. We then have

o (YBIY) = 3" Dym
YeXx

Dm ooy (Y(BIF=)y)

by definition. Consider any Y € {X},..., X;}, i.e. a variable appearing in m (for Y ¢
{Xy,...,X,} the differential Dy m is again 0), and let pos,-(m) = {i | X; =Y} be
the set of “positions of Y in m”. We then may write

£7(0) (Y(B(h+"_1)))

1
Z (H g - q) “ap 'Y(B(thnil))Xp ’ < H Qg - fn(O)Xq> C Q41

PEPOSy (M) q=p+1

Dym

As f7(0) = Y(T(=1)) we can rewrite the first product as follows:

p—1 p—1
[T aw 5 0)x, = [] aeY(T" D)% Haq (T Y) Haq Sy
g=1 g=1 = tGT(" 1)

A similar calculation shows:
l l
I a0 - 0x,= [ @ Y. YO
g=p+1 q=p+1 teT)({nﬂ)
q

We therefore obtain:

Dym| gn (o) (Yl(B(h+"_1)))
p— l
— Haq, n O Xq> 'ap'Y(B(th”*l))Xp‘ < H aq‘fn(O)Xq> a1
pEposY(m) g=p+1
H Qg - Y() | -ap- > Y
peposy(m) tET(" 1) tGBg;L;THI)

H ag - Z Y(t) | - a1

q=p+1 (n—1)
teTy)

But this last sum is simply the yield of all X -bamboos ¢ € B (") with Ao(t) =m

having height at least 1, and at most h + n. As for every ¢t € B X ) its root is labeled by
amonomial Ao(t) in {mq, ..., my}, we get by idempotence

(DFl 4@ (Y(BET7))) £ Y(BET).

10



For the other direction we show that for every ¢ € Bx we have

As already mentioned, for every io-semiring, this is equivalent to Y(Bx) C (u I B) <
We proceed by induction on the number of nodes in ¢. If ¢ has just one node then
Y(t) C (f(0)x C (,ufB)X. For the induction step, ¢ has children. So assume w.l.0.g.
that A\y(t) = a1 X1 - - - Xsasy1 for some s > 1. Denote the children of ¢ by ¢1,. .., t.
Furthermore we assume w.l.0.g. that the backbone of ¢ goes through ¢;. Hence, t; is
itself a bamboo having less nodes than ¢. By induction we have Y (¢;) C (u f B) X,
As t is a bamboo, the other children ¢, ...,ts have a height of at most n — 1. By
Proposition [? ] we know that

Y(t.) E(f"(0))x, forall2 <r <s. (1)
Now we have:
Y(t) =a1Y(t1)--Y(ts)as1 (def. of yield Y)
Ca (l‘fB)XIQQY(tz) - Y(ts)ast1 (by induction)
Ca (/‘fB)Xl@(fn(O))Xz -+ (f"(0))x,as+1  (Equation (1))
C Dx, (a1 X1 --- Xsas41)|#7(0) (ufg) (def. of differentials)
C Dx, fx|g0) (1f5) (t € Bx)
C Dfxlo)(nfs) (def. of differentials)
= (Dflgno) (1f5)) x (def. of differentials)
C (MfB)X (def. of fixed point)

Together with Proposition 4 we get the following corollary.

Corollary 10 (derivation tree analysis for bamboos). Let f be a system of polyno-
mials over an io-semiring. If Bx satisfies the embedding property for all X, i.e., for
all X-trees t it holds that Y (t) C Y (Bx), then uf = ufpg.

5. Star-Distributive Semirings

Definition 11. A commutative (w.r.t. multiplication) io-semiring S is star-distributive
if (a +b)* = a* + b* holds for all a, b € S.

A commutative io-semiring is star-distributive whenever the natural order L is total:

Proposition 12. Any totally ordered commutative io-semiring is star-distributive.

PROOF. Letw.lo.g.a £ b. Then (a +b)* =b* Ca* 4+ b* C (a+b)*. O

11



In particular, the (min, 4)-semiring over the integers or reals is star-distributive.

We have already considered commutative idempotent semirings in [10] where we
showed that i f can be computed by solving n linear equation systems by means of a
Newton-like method, improving the @(3™) bound of Hopkins and Kozen [19]. In this
section we improve this result even further for star-distributive semirings: One single
linear system, the bamboo system f 3, needs to be solved. This leads to an efficient
algorithm for computing p f in arbitrary star-distributive semirings. In Section 5.1 we
instantiate this algorithm for the (min, +)-semiring; in Section 5.2 we use it to improve
the algorithm of [7] for computing the throughput of a context-free grammar.

We start by stating two useful properties of star-distributive semirings.

Proposition 13. In any star-distributive semiring the following equations hold:
(1) a*b* = a* +b*, and (2) (ab*)* = a* + ab*.

PROOF.

(1) The equation a*b* = (a + b)* holds in any commutative idempotent semiring.
By star-distributivity, (a + b)* = a* + b*.

(2) In any commutative io-semiring, we have (ab*)* = 1+ aa*b* (see e.g. [19]). By
(1), we have 1 4+ aa*b* = 1 4+ aa™ 4+ ab* = a* + ab*. O

We can now state and prove our result:

Theorem 14. uf = pfp holds for polynomial systems f over star-distributive
Semirings.

The proof is technical. We therefore first sketch the main idea:

Proof Sketch. The proof is by derivation tree analysis. So it suffices to discharge the
precondition of Corollary 10. More precisely we show for any X-tree ¢ that Y (¢) C
Y (Bx) holds. It suffices to consider the case where ¢ is not an X-bamboo. Then the
height of ¢ is at least n, and so ¢ is “pumpable”, i.e., one can choose a path p in ¢ from
the root to a leaf such that two different nodes on the path share the same variable-label.
So, by commutativity, ¢ can be decomposed into three (partial) trees with yields a, b, c,
respectively, such that Y (¢) = abc, see Figure 3(a).

Notice that, by commutativity of product, ab*c is the yield of a set of trees obtained
by “pumping” ¢. We show ab*c C Y(Bx) which implies Y(¢) C Y(Bx). Astis
not an X-bamboo, ¢ has a pumpable subtree disjoint from p. In this sketch we assume
that it is a subtree of that part of ¢ whose yield is a, see Figure 3(b). Now we have
a = ajaza3, and so ab*c = ajazazb*c C a1a5a3b*c = arazb*c+ ajasasc, where we
used commutativity and Proposition 13(1) in the last step. Both summands in the sum
above are yields of sets of trees obtained by pumping pumpable trees smaller than ¢,
see Figure 3(c+d). By an inductive argument those yields are both included in Y (Bx).
0

We now present the complete proof of Theorem 14:

PROOF. We will need the following notation: If ¢ is a subtree of a derivation tree ¢,
we write ¢ = t - t/ where ¢ is the partial derivation tree obtained from ¢ by removing

12



(a) (b)

a ai
(%)
a3 (&
C d
(©) " (@ o
a3 b G2 c
a3

Figure 3: “Unpumping” trees to make them bamboos

t’. If, in addition, ¢/ = . ,and t’ and t” have the same variable-label. we say the
decomposition t = £-t'-t" is pumpable, because t- (/)" - "' is a valid tree for all i > 0.
We define ¢ - (#/)* -t = {t - (#')" - " | i > 0}. Notice that, due to commutativity of
product, it holds that Y(Z - (#)* - t”) = Y(2) - Y(#)* - Y(t). We call this yield the
pumping vield of the decomposition t = £ - ' - "/,

The proof is by derivation tree analysis. So it suffices to discharge the precondition
of Corollary 10. More precisely we need to show that, for any X-tree ¢, we have
Y(t) C Y(Bx). If t does not have a pumpable decomposition, then ¢ has a height
of at most n — 1, hence ¢ € Bx and so Y(¢t) C Y(Bx). It remains to show: if ¢
has a pumpable decomposition ¢ = tot - t}, then Y(¢) C Bx. In fact, we show
Y(t-(t)* - th) C Y(Bx), which is stronger because Y (t) C Y(t - (£1)* - t}).

Denote by #(t) the number of nodes in a tree ¢t. We assign to a pumpable decom-
position t = £ - £ - t} a size by setting size(t =t - 1, - t) = (#(t), #(f1 - t})). If t
has no pumpable decomposition, set size(t) = (#(t), 0). We order these sizes lexico-
graphically, i.e., we set (4, 7) < (¢/, ") if either ¢ < ¢’ ori =4’ and j < j'. We use this
order to prove by induction that for any size (4, 7), if there is a pumpable decomposition
t=1-1; -t} of size (i,7), then Y (£ - (£1)* - t}) C Y(Bx).

The induction base is trivial because trees ¢ with #(¢) = 1 do not have a decom-
position. For the induction step, let ¢ be an X -tree and let ¢t = t-t - t} be pumpable.
Choose a path p in t from the root to a leaf through ¢}. If p is a valid stem of an X-
bamboo, then all trees in £ - (£)* - t/, are X-bamboos, so Y (t- ({1)* - t}) C Bx. Hence,
assume that p is not a valid stem, i.e., there is some subtree of ¢, disjoint from p, with
height at least n. So this tree has a subtree t; = tAg - t4, such that ¢ and ¢}, have the same
variable-label. We distinguish two cases.

(a) Let t5 not be a subtree of tAl Then ﬂ and 12 are disjoint and so there exists a i
such that Y(t) =4 - Y(¢1) - Y(¢2). Then:

YE-B) 1) =7 Y(R) V()
Cy- Y(ti)* Y (t2)* R (def. of Kleene *)
=y-Y(t1)"+y-Y(t2)* (Prop. 13 (1))



The expression ¥ - Y(tAl)* equals the pumping yield of a decomposition of an
X -tree which is obtained from ¢ by removing the substructure t. Similarly, the
expression ¥ - Y(@)* is equal to the pumping yield of a decomposition of an
X-tree which is obtained from ¢ by removing the substructure t. By induction
on the size, both of those pumping yields are C Y (Bx).

(b) Let t5 be a subtree of tAl Then we can write tAl = ﬂ . tAg - th. We have:

(Prop. 13 (2))

[
———— < < <
< X 7 7
)
<
E‘/))
_<
=X
N
<
<

The first expression in this sum equals Y((£-#1-t)) -5 -t}). This is the pumping

yield of the decomposition t = (¢ - £, - t}) - £5 - th. Since ty = 5 - t} is a proper
subtree of ¢, - t}, it has fewer nodes than ¢; - t}. So this decomposition is smaller
(in the second component), i.e., by induction, the first expression in the above

sumis C Y (Bx).

The second expression in the above sum equals the pumping yield of the decom-
position of an X -tree which is obtained from ¢ by removing the substructure to.
By induction, this pumping yield is C Y (Bx). O

5.1. The (min, +)-Semiring

Consider the “tropical” semiring R = (R U {—o00, 00}, A, 4r, 00,0). By A resp.
4r we mean minimum resp. addition over the reals. Observe that the natural order C is
the order > on the reals.> As R is totally ordered, Proposition 12 implies that R is star-
distributive. Assume for the rest of this section that f is a polynomial system over R of
degree at most 2. We can apply Theorem 14, i.e., uf = pf i holds. This immediately
suggests a polynomial algorithm to compute the least fixed-point: Compute f"(oco)
by performing n Kleene iterations, and solve the linear system X = D f| £n (o) (X) A
f(00). The latter can be done by means of the Bellman-Ford algorithm.

Example 15. Consider the following equation system.

(X, Y, Z)=(-2A(Y+RZ), Z+Hl, XAY)=f(X)

3By symmetry, we could equivalently consider maximum instead of minimum.
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We have f(oo) = (—2,00,00), f*(c0) = (=2,00,—2), f*(c0) = (=2, —1,-2).
The linear system X = D f|n(00)(X) A f(00) = f5(X) looks as follows:

(X, Y, Z)=(-2A(-1R2)AY &-2), Z4l, XAY).

This equation system corresponds in a straightforward way to the following graph.

-2

—1 +1
We claim that the V -component of nf g equals the least weight of any path from S to
V where V € {X,Y, Z}. To see this, notice that (f(c0))y corresponds to the least
weight of any path from S to V' of length at most k. The claim follows by Kleene’s
theorem. So we can compute | f g with the Bellman-Ford algorithm. In our example,

X, Y, Z are all reachable from S via a negative cycle, so uf 3 = (—oo, —00, —00). By
Theorem 14, uf = pfpg = (—o0, —00, —00). O

The Bellman-Ford algorithm can be used here as it handles negative cycles correctly.
The overall runtime of our algorithm to compute pf is dominated by the Bellman-
Ford algorithm. Its runtime is in O(n - m), where m is the number of monomials
appearing in f. We conclude that our algorithm has the same asymptotic complexity
as the “generalized Bellman-Ford” algorithm of [15]. It is by a factor of n faster than
the algorithm deducible from [10] because our new algorithm uses the Bellman-Ford
algorithm only once instead of n times.

5.2. Throughput of Grammars

In [7], a polynomial algorithm for computing the throughput of a context-free gram-
mar was given. Now we show that the algorithm can be both simplified and accelerated
by computing least fixed-points according to Theorem 14.

Let us define the problem following [7]. Let X be a finite alphabet and p : ¥ — N
a weight function. We extend p to words a; ---ap € X* by setting p(ay - - - ag) =
p(a1) + ...+ p(ax).* The mean weight of a non-empty word w is defined as p(w) :=
p(w)/|w]|. The throughput of a non-empty language L C ¥ is defined as the infimum
of the mean weights of the words in L: tp(L) := inf{p(w) | w € L}. Let G =
(3, X, P,S) be a context-free grammar and L = L(G) its language. The problem is
to compute tp(L). As in [7] we assume that G has at most 2 symbols on the right hand
side of every production and that L is non-empty and contains only non-empty words.

Note that we cannot simply construct a polynomial system having ¢p(L) as its
least fixed-point, as the throughput of two non-terminals is not additive. In [7] an
ingenious algorithm is proposed to avoid this problem. Assume we already know a
routine, the comparing routine, that decides for a given ¢t € Q whether tp(L) > ¢
holds. Assume further that this routine has O(N*) time complexity for some k. Using

4We write 4 for the addition of reals in this section.
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the comparing routine we can approximate ¢p(L) up to any given accuracy by means
of binary search. Let d = maxgex p(a) — minges p(a). A dichotomy result of [7]
shows that O(N + log d) iterations of binary search suffice to approximate ¢p(L) up
to an ¢ that allows to compute the exact value of ¢p(L) in time O(N?). This is proved
by showing that, once a value ¢ has been determined such that t — ¢ < tp(L) < ¢, one
can:

e transform G in O(N?) time into a grammar G’ of size O(N?) generating a finite
language, and having the same throughput as G (this construction does not yet
depend on tp(L));

e compute the throughput of G in linear time in the size of G/, i.e., in O(N?)
time.

The full algorithm for the throughput runs then in O(N¥(N + logd)) + O(N?)
time.

The algorithm of [7] and our new algorithm differ in the comparing routine. In the
routine of [7] the transformation of G into the grammar G’ is done before tp(L) has
been determined. Then a linear time algorithm can be applied to G’ to decide whether
tp(L) > t holds. (This algorithm does not work for arbitrary context-free grammars,
and that is why one needs to transform G into G’.) Since G’ has size O(N?), the
comparing routine has & = 3, and so the full algorithm runs in O(N* + N3 logd)
time.

We give a more efficient comparing routine with k¥ = 2. Given a ¢t € Q, assign to
each word w € X7 its throughput balance o(w) = p(w) —|w|-t. Notice that oy (w) >
0 if and only if p(w) > ¢. Further, for two words w, © we now have o (wu) = o (w) +
o+(u). So we can set up a polynomial system X = f(X) over the tropical semiring
R where f is constructed such that each variable X € X in the equation system
corresponds to the minimum (infimum) throughput balance of the words derivable from
X. More formally, define a map m by setting m(a) = p(a) — ¢ for a € ¥ and
m(X) = X for X € X. Extend m to words in (X U X')* by setting m(ay - - - o) =
m(a1) + - -+ + m(ag). Let Px be the productions of G with X on the left hand side.
Then set fx(X) = A(x_u)epy, m(w). For instance, if Px consists of the rules
X —aXY and X — bZ,wehave fy(X) =pla) —t+ X +Y Ap(b) —t+ Z.

It is easy to see that the relevant solution of the system X = f(X) is the least one
wrt. G, ie., (#f)s > 0if and only if tp(L) > t. So we can use the algorithm from
Section 5.1 as our comparing routine. This takes time O(N?) where N is the size of
the grammar. With that comparing routine we obtain an algorithm for computing the
throughput with O(N? + N?log d) runtime.

6. Lossy Semirings
Definition 16. An io-semiring S is called lossy if 1 C a holds for all a # 0.

Note that by definition of natural order the requirement 1 C a is equivalentto a = a+1.
In the free semiring generated by a finite alphabet X, and augmented by the equation
a=a+1( € S\ {0}), every language L C ¥* is “downward closed”, i.e. for
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every word w = ajaz...a; € L all possible subwords {a}a5...q] | a) € {e,a;}}
are also included in L. By virtue of Higman’s lemma [17] the downward-closure of a
context-free language is regular. This has been used in [1] for an efficient analysis of
systems with unbounded, lossy FIFO channels. Downward closure was used there to
model the loss of messages due to transmission errors.

We say that a system f of polynomials is clean if puf - # 0 for all X € X. Every
system can be cleaned in linear time by removing the equations of all variables X such
that o f v = 0 and setting these variables to O in the other equations (the procedure is
similar to the one that eliminates non-productive variables in context-free grammars).
We consider only clean systems, and introduce a normal form for them.

Definition 17. Let f € S[X]* be a system of polynomials over a lossy semiring. f is
in quadratic normal form if every polynomial f y has the form

c+ Z ay)Z'Y'Z‘i' Zbl,Y'Y'bnY
Y, Zex Yex

where forall Y, Z € X: (i) ¢ # 0, (ii) ay,z € {0,1}, and (iii) if 3. ;¢ y ay,z # 0,
then by vy, by, b1, 7, br 7z # 0.

Lemma 18. For every clean g € S[X|* we can construct in linear time a system
f € S[X)Y in quadratic normal form, where X C X' and pgy = ufy for all
X e

PROOF. For every clean g € S[X]¥ we can find a f € S[X’]*" in normal form with
X C X' such that ugy = pfy forall X € X as follows: We first transform g into
Chomsky normal-form, which gives us a system g’ over the same semiring. As the
transformation into Chomsky normal-form introduces new variables, g’ is given in a
superset X’ of X with g’y = ugy forall X € X. Next, as g is clean, we can ensure
that g’ is clean, too. We therefore may set g’ := g’ + 1 without changing the least
solution. Hence, every polynomial of g’y has the form

1 ST )Y Zwith 1 T ™) and of) € {0,1).
Y,ZeX!

Finally, as 1 C ug” we have

rgy = gx(ngk)
X
= 94 3l g - ng
Y,Zex'
X
= M 3 W) 1+ ugh) - (1+ pgh)
Y,Zex’
_ X (X)
= X4 Z Gy 7
Y,Zex’
X X X
+ Y o) ugt g+ (Z agv,z)+a(z}> - ugh-.
Y, ZeXx’ YeX’ \ZeXx’
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Note that 3y /¢ 4/ ag,)}(z) C 1 by idempotence. As ¢X) 0 1, we therefore may write:

X X X
ngle = 4 Y Ay gt ongh+ Y (Z agvz)+a(z§>~ug¥
Y, Zex' vex \Zex’
X X
SRR OO RECA
YeXx’ \Zex’

We now define f by setting for all X € X’

fmdir (3 ead) oy

YeX’ \Zex’

We then have g” C f, and, thus, ug” T uf, butalso f(ug”) = ng”,ie. ug” 3 nf.
g

Our main result in this section is that for strongly connected systems f in quadratic
normal form we again have that 4 f = pfz. We then show how this result leads to an
algorithm for arbitrary systems.

Given two variables XY € X, we say that X depends on Y (w.r.t. f)if Y occurs
in a monomial of f y or there is a variable Z such that X depends on Z and Z depends
on Y. The system f is strongly connected if X depends on Y for all variables X, Y.

Theorem 19. uf = pfpi holds for strongly connected polynomial systems f in
quadratic normal form over lossy semirings.

We first illustrate the construction underlying the proof of Theorem 19:

Proof Sketch. We consider a concrete example of a tree ¢ that is not a bamboo, and
show how to construct a bamboo £ such that Y(¢) T Y(#). The general procedure
for all non-bamboos can be found in the appendix. Let X = {X,Y}, and f with
Ffx=XY+X+Y+a,and fy, = X +Y +b. Consider the X -tree ¢ depicted on the
left of the picture below, where ¢, is some bamboo of height at least 2 (we inductively
assume that the original subtree has already been replaced by a bamboo with at least
the same yield). Since the left subtree of ¢ has height 2, ¢ itself is not a bamboo. Let s
denote the left-most leaf of ¢, and let r be the parent of s. In our example, we assume
that r has s as its only child. Then we proceed as follows:

(i) We remove from ¢ the leaf s, and turn its father r into a leaf. Here, we make
use of the assumption that f is in quadratic normal form, and so every polynomial of
f contains a constant monomial, in our example b. We change the monomial-label of
7 to b, and obtain the tree ¢, which is a derivation tree of f. Moreover, ' is a bamboo,
because its left subtree has now height 1, and its right subtree ¢, is a bamboo.

(i) We prepend a (partial) derivation tree on top of ¢, having two linear chains as
subtrees: the left chain leads to the leaf s, and the right chain leads to ¢’. This gives us
the tree ¢ depicted on the right of the picture above. The proof of Theorem 19 shows
that these chains exist and have at most length n — 1 (in our example n — 1 = 1). It
follows that £ is a bamboo itself with stem # — ¢ — ¢ — t,., and so Y(£) C Y(Bx).
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Figure 4: Transforming a derivation tree into a bamboo over a lossy semiring.

We have Y(t) = a - Y(t,) and Y(£) = a - b- Y(t,). Since the semiring is lossy,
we have 1 C b and so Y(t) C Y(#). Notice that, since product is not necessarily
commutative, it is important that a is the first factor of both yields. O

For the proof of Theorem 19, we first define partial derivation trees: These trees
result from derivation trees by removing exactly one subtree, leaving in some sense a
“dangling pointer”.

Definition 20. Let f € S[X]*. Let t be some X-tree for X € X. Further, letY € X
be some variable such that ¢ has at least one leaf s with A, (s) = Y. By erasing exactly
one such leaf s from ¢, we obtain an XY -tree. We write Ty y for the set of all XY'-
trees.

The set Bx y is defined similarly. A tree ¢t € Bx y results from a tree t € Bx by
removing the exactly one such leaf s of ¢ with A, (s) = Y, where s lies on a longest
path from ¢’ to a leaf.

The yield Y (t) of an XY -tree ¢ is a linear monomial in Y defined analogously to
the yield of an X -tree; the single variable occuring in Y (¢) corresponds to the missing
Y -subtree in ¢.

We visualize XY -trees by representing the missing subtree with O.

Example 21. Consider the X -tree depicted on the left. By deleting the leaf labeled by
(Y, d), we obtain the XY -tree depicted in the middle, where we represent the missing
leaf/subtree by O, with yield aYbeg fc. Similarily, we obtain the X X -tree shown on
the right by deleting the leaf labeled by (X, g) with yield adbeX fc.

(X,aYbZc) (X,aYbZc) (X,aYbZc)
/\ /\ /\
(Ytd) I (Z,eXf) O I (Z,eXf) (Y:d) I (Z,eXf)
©)

(X., 9) (X., 9)

Note that we can replace O in the XY -tree by any Y -tree in order to obtain a valid
X-tree, again.
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Now we can prove Theorem 19:

PROOF. We again show that we can transform any X-tree ¢ w.r.t. f into a tree
contained in Bx with Y(t) C Y(#). We proceed by induction on the number N of
nodes of ¢. If N = 1, then ¢ has height 0. By definition, we have ¢ € Bx, so we are
done.

Therefore assume N > 1. As f is in normal form, we either have A,,,(t) = b;Yb,
or A\ (t) =Y Z forsome Y, Z € X, and by, b, € S\ {0}. If t is labeled by A,,,(¢) =
b;Yb,,

(Xa bleT)
o

|

.tl

then ¢ has exactly one child ¢;, which immediately can be replaced by some tree {y in
By with Y (t1) = Y(¢1) because of induction. This gives us the tree ¢

(Xa blyl)r)
® ¢

|

®i

/N

and Y () = byY (1)by = b)Y (t1)b, = Y(t).
Hence, assume that \,,(t) = Y Z, i.e. ¢ has two children ¢, t5.

(X,YZ)
o

.fl .tQ

Descending into t; by always taking the leftmost child, we end up at the left most leaf
s of t. We denote by ¢; 1 to ¢1 j the “right” children of the nodes located on the path
from ¢; to s for some k& € N. Let r then be the father of s with A,(s) = V, and
Am(s) = a € S. We assume that \,,, (r) = VW for some W € X

(X,Y2)
[ W
o t Atg
(U, VW) .“/r \KM
(V,a)os ‘eti



As f is in normal form, and VW is a monomial of f;;, there exists also a monomial
¢;We, appearing in f; for some ¢;,¢, € S\ {0}. We first remove from ¢; the leaf
s, and relabel the node r by setting \,,,(r) := ¢;We,.. This gives us the tree ¢} with
Y(t1)Ca-Y(t)),as 1 C ¢,

/

o t]
/
/

(U7 C WC7-) ’

|

r ot

t,k

As Y Z is a monomial of f y we can construct from the trees ¢} and ¢o the tree ¢

(X,YZ)

° t//

.tl,k

Now, as f is strongly connected and in normal form, we find an Y -tree ¢y of height at
most n — 1 which has (V] a) as its single leaf, such that a C Y(ty ); similarly, we find
a Z X-tree tzx of height at most n — 1 having O as its single leaf; the “yield” of ¢z x
is some monomial d; Xd, for some d;,d, € S\ {0}. Using these, we construct the
following tree ¢’ with A, (t') = X, and \,,(t') = Y Z. As left child of ¢/, we take the
Y -tree ty, whereas we take ¢z x as the right child, giving us:

We complete this partial derivation tree to a derivation tree by replacing O with the tree
"
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We now have

Y#)=Y(ty) Y(tzx)=Y(ty) -d - Y(") - d.
Ja-d-Y(t") d,
Ja-Y(ty) Y(t)
Y (1) - Y(ta)
=Y(t).

By construction of ¢/, the left child is a Y'-tree of height at most n — 1, while every
node from ¢z x to ¢ has exactly one child. Hence, only the subtree ¢ might not have
the required form. But as t” has one node less than ¢, we find by induction on the
number of nodes a tree t” € Bx with Y(¢”) C Y (¢). Replacing in ¢’ the subtree ¢ by
this tree £/, we then obtain the tree £ with f € Bx and Y(£) 3 Y(#) 2 Y(t). This ends
the case that A, (r) = VIV.

Assume therefore that ., (r) = ¢;V¢, for some ¢;, ¢, € S\ {0}, i.e.

(U, eVe,) 07" ot11

i

a

We proceed similarly to the previous case, but we define ¢| as follows: again, we
remove the leaf s from ¢4, but as 7 has s as its only child, we now relabel r by A, (r) :=
Fu(0). As f is clean, we have f;(0) 3 1. This gives us:
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and

Again, we can find a £/ € Bx with Y(#) C Y(i”) as t” has one node less than ¢, and
the induction is complete. (]

Because of the preceding theorem, given a strongly connected system f, we may
use the linear system f;(X) = f(0) + D f|n(0)(X) for calculating puf. As f is
strongly connected, fg is also strongly connected. The least fixed-point of such a
strongly connected linear system fy is easily calculated: all non-constant monomials
appearing in f; have the form b; X, for some X € X, and b;, b, € S\ {0}. As fpzis
strongly connected, every polynomial (f )y is substituted for Y in (f3)x again and
again when calculating the Kleene sequence (f4(0))xen. So, let I be the sum of all
left-handed coefficients b; (appearing in any f ), and similarly define . We then have
(nfp)x =1 (Xyex Fy(0)r* forall X € X.

If f is not strongly connected, we first decompose f into strongly connected sub-
systems, and then we solve these systems bottom-up. Note that substituting the solu-
tions from underlying SCCs into a given SCC leads to a new system in normal form.
As there are at most n = |X’| many strongly connected components for a given sys-
tem f € S[X]¥, we obtain the following theorem which was first stated explicitly for
context-free grammars in [8].

Theorem 22. The least fixed-point uf of a polynomial system f over a lossy semiring
is representable by regular expressions over S. If f is in normal form, uf can be
calculated solving at most n bamboo systems.

7. 1-bounded Semirings

Definition 23. An io-semiring S is called 1-bounded if a C 1 holds for all @ € S.
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Natural examples are the tropical semiring over the natural numbers (N U
{0}, A, +,00,0) and the “maximum-probability” semiring ([0, 1],V,-,0,1), where
A and V denote minimum and maximum, respectively. Notice that any commutative
1-bounded semiring is star-distributive (as a* = 1 for all a), but not all 1-bounded
semirings have commutative multiplication. Consider for example the upward-closed
languages over %, i.e., the languages L such that w € L implies v € L for all u such
that w is a scattered subword of u. If we take union and concatenation of languages as
sum and product, and () and ¥* as 0- and 1-elements, we obtain a 1-bounded semiring.
Upward-closed languages form a natural dual to downward-closed languages from the
previous section.

We show that i f can be computed very easily in the case of 1-bounded semirings:

Theorem 24. pf = f"(0) holds for polynomial systems over 1-bounded semirings.

PROOF. We reuse the notation from the proof of Theorem 14: If ¢5 is a subtree of a
derivation tree ¢, we write ¢ = t; - to where t; is the partial derivation tree obtained
from ¢ by removing ¢,.

Recall that, by Proposition 2, (£"(0))x = Y(7{"™"), where 7"V contains
all X-trees of height at most n — 1. We proceed by derivation tree analysis, i.e., by
discharging the precondition of Proposition 4. So it suffices to show that for any X-
tree ¢ there is a tree ' of height at most n — 1 with Y(¢) £ Y(¢'). We proceed by
induction on the number of nodes in ¢. For the induction base, ¢ has just one node, so
t € T)((O). For the induction step w.l.o.g. let ¢ be an X-tree with a height of at least
n. Then there is a pumpable decomposition ¢ = t1 - ta - t3 with A\ (t2) = A1 (¢3). We
have Y(t) = Y1Y2Y3Ysys where Y(tl) = Y1Ys5, Y(tg) = Y2Ya and Y(tg) = Ys. Let
t' = t1-t3. Notice that ¢’ is a valid X -tree as A1 (t2) = A1 (¢3). Wehave Y(t') = y1y3ys
which is, by 1-bounded-ness, at least y1y2ysyays = Y(¢). As ¢’ has fewer nodes than
t, there is, by induction hypothesis, an X-tree t” of height at most n — 1 such that
Y(t') C Y(t"). Combined we get Y(t) C Y (') C Y (¢"). O

Theorem 24 appears to be rather easy from our point of view, i.e., from the point
of view of derivation trees. However, even this simple result has very concrete applica-
tions in the domain of interprocedural program analysis [23]. The main algorithms of
[23], the so-called post* and pre* algorithms, can be seen as solvers of fixed-point equa-
tions over bounded semirings, which are semirings that do not have infinite ascending
chains. Those solvers are based on Kleene’s iteration and the complexity result given
there depends on the maximal length of ascending chains in the semiring (cf. [23],
page 28). Such a bound may not exist, and does not exist for the tropical semiring
over the natural numbers (N U {co}, A, +, 00, 0) which is considered as an example in
[23], pages 13 and 18. However, Theorem 24 can be applied to this semiring, which
shows that the program analysis algorithms of [23] applied to 1-bounded semirings are
polynomial-time algorithms, independent of the length of chains in the semiring.

8. Conclusion

We have shown that derivation tree analysis, a proof technique first introduced
in [10], is an efficient tool for the design of efficient fixed-point algorithms on io-
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semirings. We have considered three classes of io-semirings with applications to lan-
guage theory and verification. We have shown that for star-distributive semirings and
lossy semirings the least fixed-point of a polynomial system of equations is equal to the
least fixed-point of a linear system, the bamboo system. This improves the results of
[10]: The generic algorithm given there requires to solve N different systems of linear
equations in the star-distributive case (where [V is the original number of polynomial
equations), and is not applicable to the lossy case.

We have used our results to design an efficient fixed-point algorithm for the
(min, +)-semiring. In turn, we have applied this algorithm to provide a cubic algo-
rithm for computing the throughput of a context-free language, improving the O(N*)
upper bound obtained by Caucal et al. in [7].

For lossy semirings, derivation tree analysis based on bamboos has led to an al-
gebraic generalization of a result of Courcelle stating that the downward-closure of a
context-free language is effectively regular. Finally we have used derivation tree anal-
ysis to derive a simple proof that uf = f"(0) holds for 1-bounded semirings, with
some applications in interprocedural program analysis.
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