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Preface 

Free-choice Petri nets have been around for more than twenty years, and are a 
successful branch of net theory. Nearly all the introductory texts on Petri nets 
devote some pages to them. This book is intended for those who wish to go further. 
It brings together the classical theorems of free-choice theory obtained by Commoner 
and Hack in the seventies, and a selection of new results, like the Rank Theorem, 
which were so far scattered among papers, reports and theses, some of them difficult 
to access. 
Much of the recent research which found its way into the book was funded by the 
ESPRIT II BRA Action DEMON, and the ESPRIT III Working Group CALIBAN. 
The book is self-contained, in the sense that no previous knowledge of Petri nets is 
required. We assume that the reader is familiar with naive set theory and with some 
elementary notions of graph theory (e.g. path, circuit, strong connectedness) and 
linear algebra (e.g. linear independence, rank of a matrix). One result of Chapter 4 
requires some knowledge of the theory of NP-completeness. 
The book can be the subject of an undergraduate course of one semester if the 
proofs of the most difficult theorems are omitted. If they are included, we suggest 
the course be restricted to Chapters 1 through 5, which contain most of the classical 
results on S- and T-systems and free-choice Petri nets. A postgraduate course could 
cover the whole book. 
All chapters are accompanied by a list of exercises. Difficult exercises are marked 
with asterisks. 
We would like to express our warmest thanks to the many people who have helped 
us to write the book. Eike Best encouraged us, offered advice and criticism, and was 
a good friend. Raymond Devillers flooded us with helpful comments, and corrected 
many mistakes. Glenn Bruns, Ekkart Kindler, Maciej Koutny, Agathe Merceron, 
Alan Paxton, Anette Renner, P.S. Thiagarajan and Walter Vogler made useful sug­
gestions. 
This book was written while the first-mentioned author was at the Technical Uni­
versity of Munich and the Humboldt University of Berlin, and the second author 
was at the University of Hildesheim and the University of Edinburgh. We thank our 
colleagues Eike Best, Julian Bradfield, Glenn Bruns, Hans-Gunther Linde-Goers, 
Wolfgang Reisig, Colin Stirling and Rolf Walter for creating a very enjoyable work­
ing atmosphere. 
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Finally, many thanks to Jaco de Bakker for suggesting that we publish the book 
as a Cambridge Tract in Theoretical Computer Science, and to David Tranah and 
Roger Astley, from Cambridge University Press, for their help in the production. 



Chapter 1 

Introduction 

Petri nets are one of the most popular formal models of concurrent systems, used 
by both theoreticians and practitioners. The latest compilation of the scientific 
literature related to Petri nets, dating from 1991, contains 4099 entries, which belong 
to such different areas of research as databases, computer architecture, semantics of 
programming languages, artificial intelligence, software engineering and complexity 
theory. There are also several introductory texts to the theory and applications of 
Petri nets (see the bibliographic notes). 

The problem of how to analyze Petri nets - i.e., given a Petri net and a property, 
how to decide if the Petri net satisfies it or not - has been intensely studied since the 
early seventies. The results of this research point out a very clear trade-off between 
expressive power and analyzability. Even though most interesting properties are 
decidable for arbitrary Petri nets, the decision algorithms are extremely inefficient. 
In this situation it is important to explore the analyzability border, i.e., to identify 
a class of Petri nets, as large as possible, for which strong theoretical results and 
efficient analysis algorithms exist. 

It is now accepted that this border can be drawn very close to the class of free-choice 
Petri nets. Eike Best coined the term 'free-choice hiatus' in 1986 to express that, 
whereas there exists a rich and elegant theory for free-choice Petri nets, few of its 
results can be extended to larger classes. Since 1986, further developments have 
deepened this hiatus, and reinforced its relevance in Petri net theory. 

The purpose of this book is to offer a comprehensive view of the theory of free-
choice Petri nets. Moreover, almost as important as the results of the theory are 
the techniques used to prove them. The techniques given in the book make very 
extensive and deep use of nearly all the analysis methods indigenous to Petri nets, 
such as place and transition invariants, the marking equation, or siphons and traps. 
In fact, the book can also be considered as an advanced course on the application 
of these methods in Petri net theory. 
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1.1 Petri nets 

The Petri net is a mathematical model of a parallel system, in the same way that 
the finite automaton is a mathematical model of a sequential system. Petri nets 
have a faithful and convenient graphical representation, which we shall use in this 
informal introduction. 
A Petri net has two components: a net and an initial marking. A net is a directed 
graph with two sorts of nodes such that there is no edge between two nodes of the 
same sort. The two sorts of nodes are called places and transitions. Places are 
graphically represented by circles, and transitions by boxes. 
Places can store tokens, represented by black dots. A distribution of tokens on the 
places of a net is called a marking, and corresponds to the 'state' of the Petri net. 
A transition of a net is enabled at a marking if all its input places (the places from 
which some edge leads to it) contain at least one token. An enabled transition can 
occur, and its occurrence changes the marking of the net: it removes one token from 
each of the input places of the transition, and adds one token to each of its output 
places. Figure 1.1 shows on the left a Petri net containing an enabled transition, 
whose occurrence changes the marking to the one shown on the right.1 

Fig. 1.1 A Petri net before and after the occurrence of a transition 

With this simple occurrence rule, Petri nets can be used to model dynamic systems. 
Consider as an example the Petri net of Figure 1.2, which models a vending machine. 
At the marking shown in the Figure - called the initial marking - the machine is 
waiting for a coin to be inserted. This is modelled by the token on the place ready 
f o r insert ion , which enables the transition insert coin. When this transition 
occurs, the machine can choose to reject or to accept the coin. In the first case, 
the machine returns to the initial marking; in the second it gets ready to dispense 

1Petri nets with this occurrence rule are sometimes called marked nets, place/transition systems, 
or just systems. 
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candy storage ready for insertion insert coin 

refill 

request for refill ready to dispense accept coin 
Fig. 1.2 A Petri net model of a vending machine 

a candy. However, candies can only be dispensed if there are some available. The 
available candies are modelled by the tokens in the place candy storage. The 
storage contains initially four candies. When a candy is dispensed, the marking 
shown in Figure 1.3 is reached. At this point, transitions refill and insert coin 

candy storage ready for insertion insert coin 

refill 

request for refill ready to dispense accept coin 
Fig. 1.3 Marking reached after the first candy is dispensed 

are enabled. With the given initial marking, the machine can deliver up to four 
candies without having to refill the storage. 
This example can be used to show how Petri nets model a variety of dependency 
relations between the events of a dynamic system. At the initial marking, the 
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transition accept coin can only occur after insert coin has occurred: these two 
transitions are in causal relation. After insert coin occurs, both re ject coin and 
accept coin are enabled, but the occurrence of one of them disables the other: they 
are in conflict. At the marking shown in Figure 1.3, transitions r e f i l l and insert 
coin can occur independently of each other: they are concurrent. 

Our vending machine can be seen as composed of a storage unit, which takes care of 
removing and adding candies to the storage, and a control unit, which takes care of 
the coins. The storage unit can only deliver a candy if, simultaneously, the control 
unit changes its state from ready to dispense to ready for insertion; in other 
words, the delivery of the candy and this change of state have to be synchronized. 
Figure 1.4 shows the Petri net models of these units. The synchronization is mod­
elled by merging the transitions dispense candy of the two units into a single new 
transition, which has as input (output) places all the input (output) places of the 
two old transitions. Since - according to the occurrence rule - a transition is enabled 
if all its input places are marked, the new transition is enabled if the two old transi­
tions are enabled. Moreover, its occurrence has the same effect as the simultaneous 
occurrences of the old transitions. 

candy storage ready for insertion insert coin 

refill 

request for refill ready to dispense accept coin 
STORAGE UNIT CONTROL UNIT 

Fig. 1.4 Units of the vending machine 
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1.2 Free-choice Petri nets 
Petri nets have a large expressive power, which makes them suitable to model a rich 
variety of dynamic systems. As a consequence, the analysis algorithms for arbitrary 
Petri nets are bound to have a high complexity (when they exist), and it is not 
possible to develop a comprehensive theory that relates the structure of a Petri net 
to its behaviour.2 These obstacles can be removed if we restrict our attention to 
classes of Petri nets in which - by means of constraints on the graphical structure of 
the net - certain behaviour is ruled out. In Chapter 3 two of these classes are studied, 
called S-systems and T-systems. In S-systems, every transition has one input place 
and one output place, and therefore synchronizations are ruled out. Both the storage 
unit and the control unit of the vending machine are examples of S-systems3. In 
T-systems, every place has one input transition and one output transition: conflicts 
are ruled out. 4 The Petri net obtained from the vending machine by removing the 
transition r e j e c t co in and its adjacent arcs is a T-system. 
The theory of S-systems is very simple. T-systems have been studied since the early 
seventies, and are today very well understood. These two classes are well within 
the analyzability border. To get closer to the border, we allow both synchronization 
and conflict, but in such a way that they do not 'interfere'. A typical situation 
of interference between synchronization and conflict is shown in the Petri net of 
Figure 1.5. 

Fig. 1.5 A Petri net in which conflicts and synchronizations interfere 

Transitions t\ and ti are not in conflict, because t2 cannot occur, but will be in 
conflict if £3 occurs before t\. Roughly speaking, due to the synchronization at t2, 

2 There exist high lower complexity bounds and even undecidability results concerning analysis 
algorithms for arbitrary Petri nets. 

3 T h e reason of the name 'S-systems' is that places play in them a more important role than 
transitions, and places are called Stellen in German - the language in which Petri nets were 
originally defined. 

4 T h e converse does not hold, see Exercise 1.4. 

tl a 
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the transition £3 influences which one of the transitions t\ and ti can occur. The 
class of free-choice Petri nets is defined to rule these situations out: in them, the 
result of the choice between two transitions can never be influenced by the rest of 
the system - in other words, choices are free. The easiest way to enforce this is to 
keep places with more than one output transition apart from transitions with more 
than one input place. More precisely, if there is an arc from a place s to a transition 
t, then either t is the only output transition of s (which implies that t cannot be in 
conflict with any other transition) or s is the only input place of t (which implies 
that there is no synchronization at t). In this way, whenever an output transition 
of s is enabled, all output transitions of s are enabled, and therefore the choices 
in which t takes place are free. The vending machine is an example of a Petri net 
satisfying this condition. 
There is a slightly more general way to achieve the same effect: if there is an arc 
from a place s to a transition t, then there must be an arc from any input place 
of t to any output transition of s. We call the Petri nets satisfying this weaker 
condition free-choice Petri nets5. The net of Figure 1.6 is free-choice; for every 
token distribution, either the two transitions t\ and ti are enabled, or none of them 
is enabled. 

We show how free-choice Petri nets can be used to model the flow of control in 
networks of processors, which provides some insight into their expressive power. We 
model a processor as a computing entity having input and output ports. Processors 
are connected through unidirectional channels. A channel connects an output port 
to an input port. Figure 1.7 shows a graphical representation of a processor. 
When a processor receives a value through each of its input ports, it computes a 
result. The processor then selects nondeterministically one of its output ports, and 
sends the result through all the channels connected to it. 
Figure 1.9 shows how to translate a network of processors into a free-choice Petri 
net. It is easy to see that the behaviour of a network of processors corresponds to 

5Historically, the Petri nets satisfying the stronger condition have been called free-choice, and 
those satisfying the weaker extended free-choice. Since we only consider the weaker condition in 
this book, the distinction between free-choice and extended free-choice is not necessary. 

tl 12 
Fig. 1.6 A free-choice Petri net 



Free-choice Petri nets 

Output ports Input ports 

Fig. 1.7 Graphical representation of a processor 

Fig. 1.8 Behaviour of processors 

> ] — • 
—< ]—•—< < 

Fig. 1.9 A free-choice Petri net model of networks of processors 
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the behaviour of the respective free-choice Petri net (notice, however, that we do 
not model the data manipulated by the processors: for us they are only black dots). 
Conversely, every free-choice Petri net can be seen as the Petri net model of a 
network of processors. The readers are invited to convince themselves of this; it 
suffices to show that the places and transitions of an arbitrary free-choice Petri net 
can be grouped into clusters, each of which corresponds to a processor. 

1.3 Properties 

We describe in this section, in an informal way, some of the properties of Petri nets 
that are studied throughout the book. The first one we consider is liveness. A 
Petri net is live if every transition can always occur again. More precisely, if for 
every reachable marking (i.e., every marking which can be obtained from the initial 
marking by successive occurrences of transitions) and every transition t it is possible 
to reach a marking that enables t. The Petri net model of the vending machine is 
live, but the Petri net of Figure 1.10 is not live: after the occurrence of the transition 
t a marking is reached from which t cannot become enabled again. 

Deadlock-freedom is a weaker property than liveness. A Petri net is deadlock-free 
if every reachable marking enables some transition. The non-live Petri net of Fig­
ure 1.10 is deadlock-free. 
A Petri net is bounded if there exists a number b such that no reachable marking 
puts more than b tokens in any place. Places in a Petri net are often used to model 
buffers and registers for the storage of data - this is the case, for instance, of the 
place candy storage of the vending machine. If a Petri net is unbounded, then 
overflows can occur in these buffers or registers. The vending machine is bounded 
(no place can ever contain more than four tokens), while the Petri net of Figure 1.11 
is unbounded. 
A marking is a home marking if it is reachable from every reachable marking. A 
Petri net is cyclic if its initial marking is a home marking. The vending machine is 
an example of a cyclic Petri net. In general, systems which remain in their initial 

Fig. 1.10 The transition t is not live 



1.4. Structure of the book 9 

Fig. 1.11 A Petri net in which no place is bounded 

state until some user interacts with them, and after the interaction can return to 
this same state, are modelled by cyclic Petri nets. The Petri nets of Figures 1.10 
and 1.11 are not cyclic. 

Liveness, boundedness and cyclicity are independent of each other. For instance, 
there exist Petri nets that are live and bounded but not cyclic. Exercise 1.3 proposes 
to find Petri nets showing this independence. 

Liveness, boundedness, cyclicity, or the reachability of a marking are behavioural or 
dynamic properties, i.e., properties of the behaviour of a Petri net, as defined by the 
rule which governs the occurrence of transitions. In this book, we study the con­
nection between behavioural and structural properties for the classes of S-systems, 
T-systems and free-choice Petri nets. By structural properties we mean those which 
do not refer to the dynamic aspects of a Petri net, but only to its syntactic de­
scription as a graph. For instance, the property 'every circuit of the net contains 
a place which is marked at the initial marking' is structural. One of the results of 
Chapter 3 is that a T-system is live if and only if this structural property holds. 
This is an example of what we call a structural characterization of a behavioural 
property (liveness) for a class of Petri nets (T-systems). 

1.4 Structure of the book 

Chapter 2 introduces formal definitions and some basic results about arbitrary Petri 
nets. In particular, it contains five lemmata, namely the Monotonicity, Marking 
Equation, Exchange, Boundedness, and Reproduction Lemma, and the Strong Con­
nectedness Theorem, all of which are very often used in the next chapters. The 
chapter also introduces analysis methods for Petri nets based on linear algebra: S-
and T-invariants, and the Incidence Matrix. 
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Chapter 3 studies S- and T-systems. For each of these two classes four theorems are 
obtained. The first three are structural characterizations of behavioural properties: 
the Liveness Theorem characterizes the live systems; the Boundedness Theorem 
characterizes the live systems which are moreover bounded; the Reachability The­
orem characterizes the set of reachable markings. The fourth theorem, called the 
Shortest Sequence Theorem, gives an upper bound on the length of the shortest 
sequences of transitions that lead to a given marking. 

The rest of the chapters develop the theory of free-choice Petri nets. In particular, 
they generalize the theorems of Chapter 3. 

Chapter 4 introduces siphons and traps. They are used to prove Commoner's Theo­
rem, which generalizes the Liveness Theorem for both S- and T-systems. It is shown 
that deciding non-liveness of free-choice systems is an NP-complete problem. 

Chapter 5 contains the S-coverability and T-coverability Theorems, which show 
that every live and bounded free-choice Petri net can be decomposed into special 
S-systems and also into special T-systems. 

Using these results, Chapter 6 proves the Rank Theorem, which characterizes the 
free-choice nets which admit a live and bounded marking. It follows from this char­
acterization that live and bounded free-choice Petri nets can be recognized in poly­
nomial time. Another consequence of the Rank Theorem is the Duality Theorem, a 
classical result of free-choice theory. 

Chapter 7 gives reduction rules which reduce all and only free-choice nets which 
admit a live and bounded marking to very simple nets with just one place and one 
transition. This provides another algorithm to recognize live and bounded free-
choice Petri nets, which is not as efficient as the one of Chapter 6, but gives more 
information about why a given free-choice Petri net is not live and bounded. The 
reduction rules can be reversed to yield synthesis rules which generate all and only 
the live and bounded free-choice Petri nets starting from simple Petri nets. 

Chapter 8 studies and characterizes the home markings of live and bounded free-
choice Petri nets. It is proved that the problem of deciding if a reachable marking of 
a live and bounded Petri net is a home marking can be solved in polynomial time. 

In Chapter 9, the reachable markings of live, bounded and cyclic Petri nets are char­
acterized. This result generalizes the Reachability Theorem for S- and T-systems. 
A generalization of the Shortest Sequence Theorems is presented as well. 

Finally, Chapter 10 shows how weakened versions of Commoner's Theorem and the 
Rank Theorem also hold for Petri nets which are not free-choice. 
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Exercises 
Exercise 1.1 

Convince yourself that every free-choice Petri net models a network of processors. 

Exercise 1.2 

Try to prove that the vending machine is live, bounded and cyclic. 

Exercise 1.3 * 

Show that the properties liveness, boundedness and cyclicity are independent of 
each other by exhibiting eight Petri nets, one for each possible combination of 
the three properties and their negations. 

Exercise 1.4 * 
Construct a live and bounded Petri net which is not a T-system, but where no 
two distinct transitions are ever in conflict. 

Bibliographic notes 
The bibliography of Petri nets is periodically compiled by the Special Interest Group 
FG 0.0.1 'Petri nets and related system models' of the Gesellschaft fur Informatik. 
The last published update is [69]. 
The most popular introductory books to the applications and theory of Petri nets 
are possibly those by Peterson [68] and Reisig [70]. There also exists a more recent 
survey by Murata [67], which contains a solution to Exercise 1.3. 
Free-choice Petri nets were first defined in Hack's Master Thesis [42], which is also 
one of the classical papers on free-choice net theory. Best's paper on the 'free-choice 
hiatus' is [6]. The networks of processors described in the text were introduced by 
Desel in his Ph. D. Thesis [21]. 
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C h a p t e r 2 

Analysis techniques for Petri nets 

This chapter introduces elementary definitions, concepts and results concerning arbi­
trary Petri nets. We start with a short section on mathematical notation. Section 2.2 
is devoted to the definition and properties of nets, markings, the occurrence rule and 
incidence matrices. Section 2.3 defines net systems as nets with a distinguished ini­
tial marking. We give formal definitions of some behavioural properties of systems: 
liveness, deadlock-freedom, place-liveness, boundedness. Section 2.4 introduces S-
and T-invariants, an analysis technique used throughout the book. The relationship 
between these invariants and the behavioural properties of Section 2.3 is discussed. 
The chapter includes six simple but important results, which are very often used in 
later chapters. They are the Monotonicity, Marking Equation, Exchange, Bound­
edness, and Reproduction Lemma, and the Strong Connectedness Theorem. We 
encourage the reader to become familiar with them before moving to the next chap­
ters. 

2.1 Mathematical preliminaries 

We use the standard definitions on sets, numbers, relations, sequences, vectors and 
matrices. The purpose of this section is to fix some additional notations. 

Notation 2.1 Sets, numbers, relations 

Let X and Y be sets. We write X C Y if X is a subset of Y, including the case 
X = Y. X C Y denotes that X is a proper subset of Y, i.e., X CY and X ^ Y. 
X \ Y denotes the set of elements of X that do not belong to Y. \X\ denotes the 
cardinality of X. 

If X is a subset of some set Y then the mapping x [ X ] : y —» { 0 , 1 } , given by 
= 1 iff y G X is called the characteristic function of X with respect to 

Y. The set Y will always be either the set of places or the set of transitions of a 
net given by the context. Which one of the two can be inferred from the nature 
of the elements of X. 
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N denotes the set of natural numbers including 0. (Q denotes the set of rational 
numbers. 

A relation fiona set A is a subset of the cartesian product Ax A. Since relations 
are sets of pairs, the set operations can be applied to them. We use the following 
notations: 

id,4 = {(a, a) \ a G A} is the identity relation. 

R-1 — {(b, a) | (a, b) G ft} is the inverse of R. 

For k G { 1 , 2 , 3 , . . . } , Rk is inductively denned by R1 = R and, for k > 1. 

Rk = {(a, c) | (a, b) G ft!*-1 and (b, c) G R for some b G A } . 

ft+ = R} U .ft2 U R3 U • • • is the transitive closure of R. 

R* = idyi U ft+ is the reflexive and transitive closure of R. 

(R U . f t - 1 )* is the symmetric, reflexive and transitive closure of R. This 
relation is the least equivalence relation which includes R. 

Sequences play a particularly important role in this book. We mostly consider finite 
sequences, which are isomorphic to strings over an alphabet, but also infinite ones. 
We define the concatenation of two sequences only if the first sequence is finite. 

Notation 2.2 Sequences 

Let A be a set. A finite sequence on A is a mapping { 1 , . . . , n } —• A, including 
the mapping e: 0 —» A, called the empty sequence. We represent a finite sequence 
a: { 1 , . . . , n } —* A by the string ai a2 • •. an of elements of A, where at = a(i) for 
1 < i < n. The length of a is n, and the length of e is 0. 

An infinite sequence is a mapping a: {1 , 2 ,3 , . . . } —> A. We write a = a\ a2 a3 ... 
where = <j(i) for i > 1. 

If a — ai a 2 . . . a n and T — b\b2 • • - bm are finite sequences then the concatenation 
of cr and r, denoted by a r, is the sequence a\ a2 • • • an b\ b2 • • • bm of length n + m. 

If a = ai a2 ... an is a finite sequence and r = bi b2 63 . . . is an infinite sequence 
then the concatenation of a and r is the infinite sequence ai a2 ... an b\ b2 63 . . . 

If a is a finite sequence then aw denotes the infinite concatenation a a a ... 

A sequence cr is a prefix of a sequence r if either a = r or a a' — r for some 
sequence a'. 
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The alphabet of a sequence a is the set A(a) = {a € A \ a = a(i) for some i}, 
i.e., the set of elements that appear in the string representation of a. 

The restriction of a sequence a to a set B C A is inductively defined by e|s = e 

Notation 2.3 Vectors, matrices 

Given a finite set A = { a i , . . . , a f c } , every mapping X from yl to Q can be 
represented by the vector (X(a,i)... X (a^) ) . We do not distinguish the mapping 
X and the vector ( X(a\)... X(ak)). 

X • Y denotes the scalar product of two vectors. Similarly, if C is a matrix and X 
is a vector, X • C and C • X denote the left and right products of X and C. We 
do not use different symbols for row and column vectors. In the expression C -X, 
the vector X is a column vector, even though we write X = ( X(a\)... X(a,k)). 

We write X > Y (X > Y) if X{a) > Y(a) (X(a) > Y(a)) for every element a of 
A. The mapping which maps every element to 0 is called the null vector and is 
denoted by 0. 

A matrix containing only zero entries is also denoted by 0. 

2.2 Nets and their properties ( J 
The scientific literature contains many variants of the basic definitions of net theory; 
different papers tailor them in different ways, depending on the problems studied1. 
The differences in the definitions are not very significant from a conceptual point of 
view, in the sense that the results of the theory hold for all the variants, possibly 
after some minor modifications. However, a good choice of definitions helps to 
simplify both the statement of the results and their proofs. Our choice is based on 
the principle as simple as possible and as general as necessary. For example, we do 
not define nets with an infinite number of elements since we only study finite nets. 

1 This variety also exists in other subjects. For instance, Turing machines may have one or more 
tapes, overwrite the input or not, have infinite tapes in one direction or in two, etc. 

and 
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B a s i c d e f i n i t i o n s f o r n e t s 

Definition 2.4 Nets, presets, post-sets, subnets 

A net N is a triple (S, T, F), where S and T are two finite, disjoint sets, and F 
is a relation o n 5 U T such that F n (S x S) = F n (T x T) = 0. 

The elements of 5 are called places, and are graphically represented by circles. 
The elements of T are called transitions, represented by boxes. F is called the 
flow relation of the net, represented by arrows from places to transitions or from 
transitions to places. Often, the elements of S U T are generically called nodes of 
N or elements of N. 

Given a node x of N, the set 'x — {y\ (y, x) € F} is the pre-set of x and the set 
x ' — {y I ixi v) e F} 1S the post-set of x. The elements in the pre-set (post-set) 
of a place are its input (output) transitions. Similarly, the elements in the pre-set 
(post-set) of a transition are its input (output) places. 

Given a set X of nodes of N, we define 'X = \Jx€x *x a n d Xm = Uxex x''• 

A triple (S', T', F') is a subnet of N if S' C S, V C T and 

F' = F n ((S' x T") U (T' x S')) 

If X is a set of elements of N, then the triple (S D X,T (~) X, F D (X x X ) ) is a 
subnet of N, called the subnet of N generated by X. 

We use the following convention: if N' is a subnet of a net N and a; is a node of 
N', then *x and x* denote the pre-set and post-set of x in the net N. 

Figure 2.1 shows again the Petri net model of the vending machine used in Chap­
ter 1. For convenience we have shortened the names of transitions and places. If we 
ignore for the moment the black dots in the places, the figure shows the graphical 
representation of the net (S,T,F), where 

S = {si, s 2 , S3, 84, S5} is the set of places, 

T = {t\, *2) £3, *4, £5} is the set of transitions, and 

F = {(si, t2), (s2, h), ( s 3 , t3), (34, U), ( s 4 , t5), {s5, t2), 
(ti,si), (t2,s2), (t2,s3), (t3,s4), (U,s5), (h,s3)} is the flow relation. 

Examples for pre- and post-sets are t2 = {s2,ss} and *{s 2 ,S3} = {t2,t5}. The two 
units of the vending machine shown in Figure 1.4 of Chapter 1 are the subnets 
generated by the sets {si, s2, t\, t2} and { s 3 , s 4 , s 5 , t2, t3, t^, t5}. 
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si s3 t3 

s2 s5 t4 

F i g . 2.1 The example of Figure 1.2 again 

Since nets can be viewed as special graphs, graph terminology also applies to nets: 

Definition 2.5 Paths, circuits 

A path of a net (S, T, F) is a nonempty sequence X I . . . XK of nodes which satisfies 
(XI, X2), • • •, (XK-I, XK) G F. A path XI...XK is said to lead from XI to XK-

A path leading from a node x to a node y is a circuit if no element occurs more 
than once in it and (Y, X) € F. Observe that a sequence containing one element 
is a path but not a circuit, because for every node X we have (X, X) ^ F. 

A net (S, T, F) is called weakly connected (or just connected) if every two nodes 
X, Y satisfy (X, Y) G (F U F"1)*. 

(S,T,F) is strongly connected if (X,Y) G F*, i.e., for every two nodes X, Y there 
is a path leading from X to Y. 

By this definition, every net with less than two elements is strongly connected. Every 
strongly connected net is weakly connected because F* C (F U F"1)*. 

In the example of Figure 2.1, t2 s2 t\ SI t2 S3 is a path and S3 £3 S4 £5 is a circuit. 
The net is strongly connected. The subnet generated by all elements except ii is 
connected but not strongly connected. The subnet generated by all elements except 
t2 is not connected. 
The following proposition gives alternative characterizations of connectedness and 
strong connectedness. Its proof is left for an exercise. 
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Proposition 2.6 Characterization of connectedness and strong connectedness 

(1) A net (S,T,F) is connected iff it does not fall into unconnected parts, i.e., 
iff no two subnets (S\,Ti,Fi) and (52,T 2,F 2) with disjoint and nonempty 
sets of elements satisfy Si U 5 2 = S, T\ U T2 = T and Fi U F2 = F. 

(2) A connected net is strongly connected iff for every arc (X, Y) there is a path 
leading from Y to X (this path is a circuit by definition). • 

The next definition introduces markings and the occurrence rule, which transform 
a net into a dynamic system. 

Definition 2.7 Markings, occurrence rule 

A marking of a net (S, T, F) is a mapping M: S —• IN. A marking is often 
represented by the vector ( M(si)... M(sn)), where 8\, s2,..., sn is an arbitrary 
fixed enumeration of S. 

A place s is marked at a marking M if M(s) > 0. A set of places R is marked if 
some place of R is marked. 

The total number of tokens on a set of places R is denoted by M(R), i.e., M(R) 
is the sum of all M(s) for s G R. 

The restriction of a marking M to a set of places R is denoted by M\R. 

The null marking is the marking which maps every place to 0. 

A marking M enables a transition t if it marks every place in *t. If t is enabled 
at M, then it can occur, and its occurrence leads to the successor marking M' 
(written M —> M') which is defined for every place s by 

(a token is removed from each place in the pre-set of t and a token is added to 
each place in the post-set of t). 

A marking M is called dead if it enables no transition of the net. 

Graphically, a marking M is represented by M(s) tokens (black dots) on the place 
s. The marking of the net of Figure 2.1 maps S i to 4, S3 to 1 and all other places 
to 0. Its vector representation is ( 4 0 1 0 0 ) . The transition i 3 is enabled, and the 
marking reached after its occurrence is ( 4 0 0 1 0 ) . 

M'(s) = I M(s) - 1 if s € mt and s $ F 

{ M(s) + 1 if s <£'t and s G F 

if a $ *t and s £ t', or s G ' t and s €(' 
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Definition 2.8 OCCURRENCE SEQUENCES, REACHABLE MARKINGS 

Let M be a marking of N. If M —i-» Mi —2-> • • • -^-> M n are transition oc­
currences then a = £i £2 • • • is an occurrence sequence leading from M to M „ 
and we write M M„. This notion includes the empty sequence e; we have 
M — M for every marking M . 

We write M M' , and call M ' reachable from M , if M -^-» M ' for some 
occurrence sequence A . The set of all markings reachable from M is denoted by 
[M>. 

If M -^-> Mi -^-> M2 • • • for an infinite sequence of transitions cr = £1T2 £3 . . . 

then cr is an infinite occurrence sequence and we write M 

A sequence of transitions A is enabled at a marking M if M -^-» M ' for some 
marking M ' (if cr is finite) or M -^-> (if CT is infinite). 

Proposition 2.9 ENABLEDNESS OF OCCURRENCE SEQUENCES 

A (finite or infinite) sequence A of transitions is enabled at a marking M iff every 
finite prefix of A is enabled at M . 

Proof: 

(=>•): Immediate from the definition. 

(-£=): If A is finite then it is a finite prefix of itself and the result holds trivially. So 
we only have to consider the case that A is infinite. Assume that A = T\ T2 £3 . . . 

Let I > 1 be an index. We have to prove that U is enabled at the marking reached 
after the occurrence of £1 T2 . . . U-\. 

Define r = £1 £2 .. .£,. Since r is a finite prefix of a, it is enabled at M by the 
hypothesis. Therefore, there exist markings Mi, M 2 , . . . , MI such that 

M Mx • • • Mi 

The result follows because M;_i enables £,. • 

Note that for every FINITE sequence of transitions cr of a net there exists a marking 
that enables A. For instance, if A has length K, then we can take the marking that 
puts K tokens on every place. 



20 Chapter 2. Analysis techniques for Petri nets 

T h e i n c i d e n c e m a t r i x o f a n e t 

Consider an arbitrary place s and an arbitrary transition t of some net. With respect 
to the flow relation F, s and t are related in one of the following four ways: 

• (s, t)$F and (t, s) $ F. 
Then s and t are completely unrelated: s has no influence on when is t enabled, 
and the occurrence of t does not change the number of tokens on s. 

• (s, t) € F and (t, s) $ F. 
In this case the occurrence of t is only possible when s carries at least one 
token, and the occurrence of t reduces the number of tokens on s by one. 

• (s, t)$F and (t, s) G F. 
Here the occurrence of t increases the number of tokens on s by one. 

• (s, t) E F and (t, s) G F. 
As in the second case, t can only occur when s is marked. However, the 
occurrence of t does not change the number of tokens on s. 

It is important to observe that the change of the number of tokens on s caused by the 
occurrence of t does not depend on the current marking. Instead, it is completely 
determined by the net. Therefore, in order to keep track of the distribution of tokens 
while transitions occur it suffices to consider the relative changes for every place and 
each transition. This is most conveniently done in form of a matrix, the so-called 
incidence matrix of the net. 

Definition 2.10 Incidence matrix 

Let N be the net (S, T, F). The incidence matrix N : (S x T) —• {—1,0,1} of N 
is defined by 

C 0 if (s, t)$F and (t, s) <£ F, or (s, t) G F and (t, s) G F 
N(s, t) = \ - 1 if (s, t) G F and (t, s) <£ F 

{ 1 if (s, t) i F and (t, s) G F 

Similarly to the vector representations of simple mappings, the matrix represen­
tation of the incidence matrix depends on enumerations { s i , . . . , s „ } of places 
and . . . , tm} of transitions. The entry in the z-th row and j-th column of the 
matrix is then N ( s j , £_,•). 

The column vector S —• {—1,0,1} o f N associated to a transition t is denoted 
by t. Similarly, the row vector T —> { - 1 , 0 , 1 } associated to a place s is denoted 
by s. 
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The incidence matrix of the net N of Figure 2.1 is 

TL H H U H 
SL 1 - 1 0 0 0 
S2 - 1 1 0 0 0 
S3 0 1 - 1 0 1 
S4 0 0 1 - 1 - 1 
S5 0 - 1 0 1 0 

The entry N(s , T) corresponds to the change of the marking of the place S caused 
by the occurrence of the transition T. Hence, if T is enabled at a marking M and 
M ——> M' then M' = M +1. For a generalization of this equation to sequences of 
transitions, we need the following definition: 

Definition 2.11 PARIKH VECTORS OF TRANSITION SEQUENCES 

Let (S, T, F) be a net and let a be a finite sequence of transitions. The Parikh 
vector A : T —• N of A maps every transition T of T to the number of occurrences 
of T in A. 

The Parikh vector of the sequence T315 T314 T2 is (0 1 2 1 1 ) , while the Parikh vector 
of the sequence T\ is ( 1 0 0 0 0 ) . 

Now, observe that for every transition T, we have t = N- T . Therefore, if M —*—* M', 
then M' = M + N • T (where M and M' are taken as column vectors). For an 
arbitrary finite occurrence sequence M M', we get M' = M + N • A , as shown 
in the following Marking Equation Lemma: 

Lemma 2.12 MARKING EQUATION LEMMA 

For every finite occurrence sequence M M' of a net N the following Marking 
Equation holds: 

M' = M + N • ~A 

Proof: 
By induction on the length of A. 

Base: A = E. Then M = M'. We have ( 7 = 0 , which proves the result. 
Step: Assume that A is not the empty sequence. Then A = RT for a sequence r and 
a transition T. 



22 Chapter 2. Analysis techniques for Petri nets 

Let Af L - U Af'. We have 

M ' = L + t (definition of t) 
= L + N - T (definition of V) 
= Af + N • r + N • T (induction hypothesis) 
= M + N-(R+~T) 

= Af + N • r £ (definition of the Parikh vector) 
= M + N • "CT (CT = t £) 

For the sequence cr = £3 £5 £3 £4 £2 we have 

13 ̂  / 4 \ ( 1 - 1 0 0 0 \ 
1 0 - 1 1 0 0 0 
1 = 1 + 0 1 - 1 0 1 
0 0 0 0 1 - 1 - 1 

\ 0 - 1 0 1 0 / 

( 0 ^ 
1 
2 
1 

As a consequence of the Marking Equation Lemma, the marking reached by an 
occurrence sequence only depends on the number of occurrences of each transition, 
and not on the order in which they occur. Every permutation leads to the same 
marking, provided it is also an occurrence sequence. 
We now show that if a marking Af enables a transition sequence A , then any marking 
greater than M also enables it. 

Lemma 2.13 MONOTONICITY LEMMA 

Let M and L be markings of a net. 

(1 ) If M M' for a finite sequence A then (M + L) 

(2) If M -2-* for an infinite sequence A then (M + L) • 

(Af' + L). 

Proof: 

(1) We proceed by induction on the length of A . 

Base. If A is the empty sequence then it is enabled at every marking. 

Step. Assume A = RT where £ is a transition and suppose Af —^ Af" ——> Af'. 

By the induction hypothesis, (Af + L) —T—* (Af" + L). By the occurrence rule, 
and since Af" enables £, Af" + L enables £. By the Marking Equation Lemma, 
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(M" + L) —*—* ( M " + L + £ ) . Since, again by the Marking Equation Lemma, 
Af' = M"+Y, we get (M"+L) -U (M'+L). The result (M+L) -2-> ( M ' + L ) 
follows from A = RT. 

(2) Using Proposition 2.9, it suffices to show that every finite prefix of A is enabled 
at M + L. Also by Proposition 2.9, every finite prefix of A is enabled at M. 
The result follows from (1). • 

T h e E x c h a n g e L e m m a 

Occurrence sequences do not provide full information about the causal relationship 
between transition occurrences. If a marking M enables a sequence T\ T2, it is not 
necessarily the case that T2 can only occur after T\. It is not difficult to see that if 
the sets *T\ U T\ and 'T2 U T2 are disjoint, then the transitions occur concurrently and 
T21\ is also enabled at M. The Exchange Lemma provides a more general condition 
under which transitions of an occurrence sequence can be exchanged. 

Lemma 2.14 EXCHANGE LEMMA 

Let U and V be disjoint subsets of transitions of a net satisfying 'U D V — 0. 
Let cr be a (finite or infinite) sequence of transitions such that A(A) CUUV. 

(1) If M ——> M' is a finite occurrence sequence, then M • M'. 

(2) If M — > is an infinite occurrence sequence and A\U is finite, then M •. 

(3) If M is an infinite occurrence sequence and A\U is infinite, then M 

Proof: 

(1) We start by proving the following claim: if L K L' for arbitrary 
markings L,K,L' and transitions U G U and V G V, then L -^-> /ST' —V—> L' for 
some marking K'. 

We get •« n V* = 0 from "it C *U, V* C V* and the assumption *[/ n V = 0. 
We show 

L(S) > 1 for every place S G *u, 

L(s) > 1 for every place S G 'U, and 

L(s) > 2 for every place S G'V D 'U. 
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Assume s G 'v. Then L(s) > 1 because L enables v. 

Assume s G 'u. Then K(s) > 1 because if enables u. Since *u n v* = 0 we 
have s £ v*. So the number of tokens on s does not increase by the occurrence 
of v, i.e., L(s) > K(s). Therefore L(s) > 1. 
Assume s £ ' « n *u. Again, i^(s) > 1 because X enables u and s G 'u. Since 
s e ' t ) and s £ v' we get tf(s) = L(s) - 1. So L(s) > 2. 
We have that L enables u because L(s) > 1 for every place s G 'u. Let 
L ——» Ti''; we show that X ' enables v. Let s be a place of If s ^ *u then 
iiT'(s) > L(s) > 1. If a g •« then A"'(s) > L(s) - 1 and L(s) > 2 whence 
•^'( s) ^ 1- So if' marks every place in 'v, and therefore K' enables v. 
The sequences u v and v u have identical Parikh vectors. By the Marking 
Equation, both lead from L to the same marking, namely to L'. This completes 
the proof of the claim. 
Now we consider the finite occurrence sequence M M'. By the claim, the 
exhaustive exchange of adjacent elements v u in a, where v G V and u G U, 
yields another occurrence sequence r, also leading from M to M'. Since U 
and V are disjoint and every transition occurring in a is an element of U U V, 
T is the sequence a\u a\v, which proves the result. 

(2) Let a', a" be two sequences such that a = & a" and only transitions of V 
occur in a". Such sequences exist because a\u is finite by assumption. 

Let M -2—* M' -^U. We can apply (1) to a' and obtain M "}ll\ v M'. Now 
o~\u = o~'\u because no transition occurring in a" belongs to U. Moreover, 
a\v = cr'|v cr" because every transition occurring in a" belongs to V. Since M' 
enables a", M enables a\u a\v-

(3) By Proposition 2.9, it suffices to show that every finite prefix of o\u is enabled 
at M. Consider a finite prefix r ' of a\y and a corresponding finite prefix r of a 
satisfying r ' = T\U- By (1), M enables the sequence r|r/r|v, and in particular 
its prefix T\U — r'. • 

2.3 Systems and their properties 
The name 'Petri net' is precise enough for an informal discussion - like that of the 
Introduction - but can lead to confusion when used in a technical sense. The names 
'net' and 'Petri net' are rather similar, but they denote very different objects. A net 
is static - a special kind of graph - while a Petri net is dynamic and has a behaviour. 
To emphasize this difference between the static and dynamic levels, we shall use the 
name net system or just system instead of 'Petri net'. 
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Definition 2.15 Net systems, initial and reachable markings 

A net system (or just a system) is a pair (JV, M0) where 

• N is a connected net having at least one place and one transition, and 
• Mo is a marking of N called the initial marking. 

A marking is called reachable in a system if it is reachable from the initial marking. 

The two conditions on N are required only for technical convenience. Consider a 
net system composed by several smaller subsystems without connections between 
them. We can decide if the system satisfies any of the properties we are interested 
in by examining if the subsystems satisfy it. For instance, the system is live if and 
only if all its subsystems are live, and it is deadlock-free if and only if at least one of 
its subsystems is deadlock-free. So no generality is lost by restricting our attention 
to connected nets, whereas some proofs can be simplified. Nets without places or 
without transitions have little interest, but their inclusion in Definition 2.15 would 
lead to ugly special cases in some theorems. 
We transfer properties from nets to systems (but not vice versa!), e.g., we sometimes 
say that a system is connected, meaning that its underlying net is connected. We 
now give formal definitions of some of the properties of systems that were mentioned 
in the Introduction. 

Definition 2.16 Liveness and related properties 

A system is live if, for every reachable marking M and every transition t, there 
exists a marking M' G \M) which enables t. If (N, Mo) is a live system, then we 
also say that Mo is a live marking of N. 

A system is place-live if, for every reachable marking M and every place s, there 
exists a marking M' G \M) which marks s. 

A system is deadlock-free if every reachable marking enables at least one transi­
tion; in other words, if no dead marking can be reached from the initial marking. 

Loosely speaking, a system is live if every transition can always occur again. A live 
system remains live under the occurrence of transitions, i.e., if (N,Mq) is live and 
M0 M, then (N, M) is also live. The same holds respectively for place-liveness 
and for deadlock-freedom. 
Observe that liveness is stronger than the property 'every transition can occur at 
least once from the initial marking'. In a live system every transition can occur 
at least once from any reachable marking. The next two propositions show that 
liveness is also stronger than both place-liveness and deadlock-freedom. 
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Proposition 2.17 Liveness implies place-liveness 

Live systems are place-live. 

Proof: 
Let (N, Mo) be a live system, M G [Mo) and s a place of N. Since the underlying 
net of a system is connected and has at least one transition by definition, there is 
a transition t in 's U s*. By liveness, t is enabled at some marking L G [M); let 
L - U i ' . If t G ' s then L'(s) > 1. Choose then M' = V. If t G s" then L(s) > 1 
and M ' = L can be chosen. • 

Proposition 2.18 Liveness implies deadlock-freedom 

Live systems are deadlock-free. 

Proof: 
By definition, a system has at least one transition t. Assume that a system has a 
reachable dead marking M. Then the set of markings reachable from M is { M } . 
So t is not enabled at any marking reachable from M and the system is therefore 
not live. • 

Observe that the previous propositions would not hold if marked nets without tran­
sitions were admitted as systems. 
The liveness of a system depends very much on the initial marking. Changing the 
initial marking may easily render the system non-live. It is not hard to exhibit nets 
which have no live markings at all. We give a name to the nets which do have live 
markings: 

Definition 2.19 Structural liveness 

A net N is structurally live if there exists a marking M 0 of N such that (N, M 0 ) 
is a live system. 

Next we define and study boundedness of systems. 

Definition 2.20 Bounded systems, bound of a place 

A system is bounded if for every place s there is a natural number b such that 
M(s) < b for every reachable marking M. If (N, M 0 ) is a bounded system, we 
also say that Mo is a bounded marking of N. 
The bound of a place s in a bounded system (N, M 0 ) is defined as 

max{M(s) | M G [ M 0 » 

A system is called 6-bounded if no place has a bound greater than b. 
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Proposition 2.21 Elementary properties of bounded systems 

(1) Every bounded system is 6-bounded for some b G IV. 
(2) Every bounded system has a finite set of reachable markings. 

Proof: 
Both claims depend on the finiteness of the set of places. 

(1) b can be chosen as the maximal bound of all places. 

(2) If a system is 6-bounded, then it has at most (b + l ) ' 5 ' reachable markings, 
where S is the set of places. • 

The next lemma shows that the markings of bounded systems cannot properly in­
crease by the occurrence of transitions. 

Lemma 2.22 Boundedness Lemma 

Let (TV, Mo) be a bounded system and M\ a reachable marking. If M\ > Mo, 
then Mi — M 0 . 

Proof: 
Let Mo —-> Mi be an occurrence sequence and assume that Mi > MQ. By the 
Monotonicity Lemma we have 

M 0 Mi M 2 • • • 

where M, = Mo + i • {Mi — MQ) for every i G IV. By the boundedness of the system, 
this implies M x — M 0 = 0. • 

Systems which are both live and bounded enjoy many interesting properties. One 
example is the Strong Connectedness Theorem, which states that the nets underlying 
live and bounded systems are strongly connected. Before proving the Theorem, we 
give these nets a name. 

Definition 2.23 Well-formed nets 

A net TV is well-formed if there exists a marking Mo of TV such that (TV, Mo) is a 
live and bounded system. 

Observe that every well-formed net is structurally live. By the definition of system, 
well-formed nets are connected and have at least one transition and one place (the 
same holds for structurally live nets). 
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We need the following lemma: 

Lemma 2.24 

Every live and bounded system (JV, Mo) has a reachable marking M and an 
occurrence sequence M M such that all transitions of N occur in a2. 

Proof: 

Let T be the set of transitions of N and let k be the number of reachable markings 
of (Af, M 0 ) . Observe that the set of reachable markings of (N, M 0 ) is finite because 
the system is bounded. 

Since (N, Mo) is a live system, there is an occurrence sequence Mo -^-> M\ satisfying 
•A(o-\) = T (this follows immediately from the definition of liveness). Since the 
system (N,Mi) is also live, there is again an occurrence sequence Mi M 2 

satisfying ^(a^) = T. We obtain in this way a sequence of occurrence sequences 

Mo -2* Mi - 2 . M 2 - 2 . • • • - 2 ^ M f c 

By the choice of A;, the A; + 1 markings Mo, M ^ . . . , M^ cannot be pairwise different. 
Suppose that Mi = Mj for 0 < i < j < k. Define M — Mi = Mj, and a = ai+i • • -Oj. 
Then M -^-> M. Since ,4(cr; +i) = T and <r,+i is a prefix of cr, we have ^4(<r) = T. 

• 

Theorem 2.25 Strong Connectedness Theorem 

Well-formed nets are strongly connected. 

Proof: 

Let N — (S,T, F) be & well-formed net and let Mo be a marking of N such that 
(N, M 0 ) is live and bounded. 
Since Â  is well-formed, it is weakly connected. By Proposition 2.6(2), it suffices to 
prove that for every arc (x, y), there exists a path leading from y to x. 

By Lemma 2.24 there exists a reachable marking M and an occurrence sequence 
M M such that every transition of Af occurs in a at least once. Since the 
marking M is reproduced by a, it enables the infinite sequence a a a .... 

2 note that the occurrence of A reproduces the marking M. 
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W E CONSIDER TWO CASES: 

Case 1 , (x, y) = (s,t) FOR SOME PLACE s AND SOME TRANSITION t. 

W E CONSTRUCT A PATH FROM t TO s. DEFINE 

V — {v G T | THERE IS A PATH FROM t TO v }, 

= T \ V . 

W E CLAIM THAT M ^ * M IS ALSO AN OCCURRENCE SEQUENCE LEADING FROM M TO M. THIS 

CLAIM CLEARLY HOLDS IF o CONTAINS NO TRANSITIONS OF U. SO IT REMAINS TO CONSIDER THE 

CASE THAT o\u IS NOT THE EMPTY SEQUENCE. 

B Y THE DEFINITION OF V, (V*)' C V. HENCE U AND V ARE DISJOINT SETS SATISFYING 
a a a... 

°U n V* = 0. SO WE CAN APPLY THE EXCHANGE LEMMA TO M > AND GET THAT M 

ENABLES THE INFINITE SEQUENCE {poo.. .)\u — o\y o\u o\u . . . 

LET M > M'. SINCE o\u CAN OCCUR INFINITELY OFTEN FROM M, THE NUMBER OF TOKENS 

ON A PLACE CANNOT DECREASE BY THE OCCURRENCE OF o\u- THEREFORE WE HAVE M' > M. 

B Y THE BOUNDEDNESS LEMMA, M' = M. THE APPLICATION OF THE EXCHANGE LEMMA TO 

M M YIELDS M < J u a v
> M. HENCE M M M, WHICH COMPLETES THE PROOF 

OF THE CLAIM. 

B Y THE DEFINITION OF V, t G V. HENCE t OCCURS IN o\v- SINCE t G s* AND o\v REPRODUCES 

THE MARKING, THERE IS A TRANSITION v G *s THAT ALSO OCCURS IN o\v- THE TRANSITION v 

BELONGS TO V, WHENCE THERE IS A PATH ir LEADING FROM t TO v. SINCE v G *s, THE PATH 

7r s LEADS FROM £ TO s. 

Case 2. ( X , Y ) = {t, s) FOR SOME PLACE s AND SOME TRANSITION t. 

W E CONSTRUCT A PATH FROM s to t. DEFINE 

U = {u G T | THERE IS A PATH FROM u TO t }, 

A N ANALOGOUS ARGUMENT TO THE ONE USED IN CASE 1 SHOWS THAT M > M IS AN 

OCCURRENCE SEQUENCE. SINCE THE TRANSITION t OCCURS IN o\u AND t G *s THERE EXISTS A 

TRANSITION u G s* THAT ALSO OCCURS IN o\u- u IS IN U, WHENCE THERE IS A PATH ir LEADING 

FROM u TO t. SINCE u G s', THE PATH s n LEADS FROM s TO t. • 
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2.4 S-invariants and T-invariants 
An invariant of a dynamic system is an assertion that holds at every reachable state. 
In net systems it is possible to compute certain vectors of rational numbers - directly 
from the structure of the net - which induce invariants. They are called (with a 
certain abuse of language) S-invariants. 
In the first part of the section we introduce S-invariants and study their connec­
tion with different behavioural properties. We then observe that the definition of 
S-invariant suggests to study other vectors, called T-invariants. They are intro­
duced and discussed in the second part of the section. Finally, a third part deals 
with results that apply to both S- and T-invariants. 

S - i n v a r i a n t s 

Consider the system of Figure 2.2. It is easy to see that for every reachable marking 
M the equation M(s\) + M ( s 3 ) = 1 holds, i.e., it is an invariant of the system. We 
can rewrite this equation as: 

/ M(Sl) \ 
( 1 0 1 ) - M ( s 2 ) = 1 or just ( 1 0 1 ) • M = 1 

V M(s3) J 
Given an arbitrary net system, it is difficult to characterize all the vectors I such 
that I • M remains constant for every reachable marking M. However, it is easy to 
derive a sufficient condition from the Marking Equation. 

Definition 2.26 S-invariants 

An S-invariant of a net N is a rational-valued solution of the equation X -N = 0. 3 

Proposition 2.27 Fundamental property of S-invariants 

Let (N, Mo) be a system, and let I be an S-invariant of N. If Mo M , then 
I • M = I • M0. 

Proof: 
Since M 0 M , we have M 0 -^-> M for some occurrence sequence a. By the 
Marking Equation, M = M 0 -I- N • cr. Therefore 

I • M = I • M0 + I -~c? = I • M0 

because I • N = 0. • 
3 W e could also consider real-valued solutions; however, since incidence matrices only have inte­

ger entries, every real-valued solution is the product of a real scalar and a rational-valued solution. 
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s i m , •)s2 

t2 

Fig. 2.2 (1 0 1) is an S-invariant 

By definition, the set of S-invariants of a net constitutes a vector space over the field 
of rational numbers. The vector ( 1 0 1 ) is an S-invariant of the net of Figure 2.2. 
In fact, it is easy to see that the set { ( 1 0 1 ) , ( 0 1 1 ) } is a basis of the space of 
S-invariants. 
The following proposition can be seen as an alternative definition of S-invariant. 
The proof of the proposition follows easily from the definition of incidence matrix, 
and is left for an exercise. 

Proposition 2.28 An alternative definition of S-invariant 

Let (5, T, F) be a net. A mapping I: S —> Q is an S-invariant iff for every 
transition t holds 

This alternative definition is very useful in some proofs. For instance, it allows to 
show that the two vectors given above are S-invariants of the net of Figure 2.2, 
without having to construct the incidence matrix. 
The next results show relations between S-invariants and system properties. First, 
we define positive and semi-positive S-invariants. 

Definition 2.29 Some definitions about S-invariants 

An S-invariant I of a net is called semi-positive if I > 0 and 7 ^ 0 . The support 
of a semi-positive S-invariant I, denoted by (7), is the set of places s satisfying 
I(s) > 0 ((I) ^ 0 because 1^0). 

An S-invariant I is called positive if I > 0, i.e., I(s) > 0 for every place s. 

s€*t set* • 
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Theorem 2.30 A necessary condition for liveness 

If (N, Mo) is a live system, then every semi-positive S-invariant I of TV satisfies 
/ • M 0 > 0. 

Proof: 
Let I be a semi-positive S-invariant and let s be a place of (I). Since liveness implies 
place-liveness (Proposition 2.17), some reachable marking M marks s, i.e. M(s) > 0. 
Since I is semi-positive and markings have no negative entries we obtain 

I • M > I(s) • M(s) > 0 

Since I is an S-invariant we have I • Mo = I • M, and the result follows. • 

Theorem 2.31 A sufficient condition for boundedness 

Let (A'', Mo) be a system. If N has a positive S-invariant I, then (AT, M 0 ) is 
bounded. 

Proof: 
Let M be a reachable marking. Since I is an S-invariant we have I • M = I • MQ. 
Let s be a place of N. Then I(s) • M(s) < I • M = I • Mo. Since I is positive we 
can divide by I(s) and obtain M(s) < I • M 0 / I(s). • 

In the example of Figure 2.2, ( 1 2 1 ) is a positive S-invariant, which proves the 
boundedness of the system. 
S-invariants also give information about the reachability of a marking. We introduce 
a relation between markings. 

Definition 2.32 Markings that agree on all S-invariants 

Two markings M and L of a net are said to agree on all S-invariants if I-M — IL 
for every S-invariant I of the net. 

Theorem 2.33 A necessary condition for reachability 

Let (N,M0) be a system, and let M G [M 0 ) . Then M and M 0 agree on all 
S-invariants. 

Proof: 
Let I be an arbitrary S-invariant of N. By the fundamental property of S-invariants, 
I • M 0 = I • M. So M 0 and M agree on I and, since I is arbitrary, M and M 0 agree 
on all S-invariants. • 
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This condition for the reachability of a marking is not sufficient; even if M and Mo 
agree on all S-invariants, M is not necessarily reachable from Mo. However, it is 
very efficiently computable: the following theorem shows that, given two markings, 
we can decide if they agree on all invariants by solving an ordinary system of linear 
equations. 

Theorem 2.34 Characterization of markings that agree on all S-invariants 

Two markings M and L of a net TV agree on all S-invariants iff the equation 
M + N • X = L has some rational-valued solution for X. 

Proof: 

(=>): Since M and L agree on all S-invariants, they also agree on a basis ..., Ik}-
For every vector Ij of this basis we have Ij • (L — M) — 0. A well-known theorem of 
linear algebra states that the columns of N include a basis of the space of solutions 
of the homogeneous system 

Ij • X = 0 (l<j<k) 

Therefore, (L—M) is a linear combination in Q of these columns, i.e., N-X = (L—M) 
has some rational-valued solution for X. 

(<=): Let I be an S-invariant of TV. Since I • N = 0, we have 

I-L = I-M + I-N-X = I-M. 

• 
T - i n v a r i a n t s 

The S-invariants of a net TV are the vectors / satisfying / • N = 0. It seems natural 
to ask if the vectors J satisfying N • J = 0 also have properties of interest. We shall 
see that they are related to the occurrence sequences which reproduce a marking, 
i.e., those that lead from a marking to itself. 

Definition 2.35 T-invariants 

A T-invariant of a net TV is a rational-valued solution of the equation N • X = 0. 

As in the case of S-invariants, there exists an alternative definition. 
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Proposition 2.36 An alternative definition of T-invariant 

Let (S, T, F) be a net. A mapping J: T —> (Q is a T-invariant iff for every place 
s holds 

E m = E J(t) 
• 

The notions of semi-positive, positive, and support of T-invariants are defined as for 
S-invariants. The set of T-invariants of a net constitutes again a vector space over 
the field of rational numbers. For the net of Figure 2.2, this space has dimension 1: 
the vector ( 1 1 ) constitutes a basis of the space. 

Proposition 2.37 Fundamental property of T-invariants 

Let cr be a finite sequence of transitions of a net N which is enabled at a marking 
M. Then the Parikh vector cr is a T-invariant iff M —• M (i.e, iff the occurrence 
of cr reproduces the marking M). 

Proof: 

(=*>): Since a is enabled at M, we have M 
Marking Equation we have M' = M + N • 
N • ~a = 0 . So M' = M. 

(«=): If M M then, by the Marking 
invariant. 

M' for some marking M'. By the 
a . Since cr is a T-invariant we have 

Equation, N • ~a = 0. So ~a is a T-
• 

An immediate consequence of Lemma 2.24 is: 

Theorem 2.38 

Every well-formed net has a positive T-invariant. 

Proof: 
The Parikh vector of the occurrence sequence M -^-> M mentioned in Lemma 2.24 
is a positive T-invariant. Q 

By this theorem, if a bounded system is live then it has a positive T-invariant. The 
next lemma states a similar result: if a bounded system has an infinite occurrence 
sequence then it has a semi-positive T-invariant. 
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The Strong Connectedness Theorem states that well-formed nets are strongly con­
nected. Well-formed nets are defined in a behavioural way: they are those for which 
a live and bounded marking exists. The following theorem is a structural counter­
part of this result. It shows that the nets which have a positive S-invariant and a 
positive T-invariant - a purely structural property - are strongly connected as well. 

Theorem 2.40 Positive S- and T-invariants imply strong connectedness 

Every connected net with a positive S-invariant and a positive T-invariant is 
strongly connected. 

Proof: 
Let TV be a connected net (S,T,F) with a positive S-invariant I and a positive 
T-invariant J. 
By Proposition 2.6(2), it suffices to prove that for every arc (x, y) in F there exists 
a path leading from y to x. We consider two cases: 

Lemma 2.39 Reproduction Lemma 

Let (TV, Mo) be a bounded system and let Mo be an infinite occurrence 
sequence. 

(1) There exists sequences O~I, A2, 03 such that A = A\A2A3, O2 is not the empty 
sequence and 

M 0 ^ M ^ M ^ 

for some marking M. 

(2) There exists a semi-positive T-invariant J such that (J) C A(A). 

Proof: 

(1) Assume a = tx t 2 1 3 . •. Define M 0 Mx M2 • • •. 

By boundedness, the markings Mo, M\,M2,... cannot be pairwise different. 
Suppose M = Mi = Mj for two indices 0 < i < j . Define 0\ = t0... U, 
cr2 = ti+i.. .tj and 03 = tj+i tj+2 • •. The sequence a 2 is not empty because 
i < j . 

(2) Take, with the notions of (1), J = a^. The result then follows from the 
fundamental property of T-invariants because M — *̂ M. • 
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C A S E 1. (x, y) = (S, t) FOR A PLACE s AND A TRANSITION t. 

DEFINE THE MAPPING J':T —> I V BY 

T / / \ _ j >̂ (U) H° THERE EXISTS A PATH t . . .u 

| 0 OTHERWISE 

LET r BE A PLACE OF S. ASSUME THAT J'(u) — 0 FOR EVERY u G *r. SINCE J ' HAS NO 

NEGATIVE ENTRIES BY DEFINITION, WE GET 

o = £ J'{u) < £ J'H 

NOW ASSUME THAT J ' ( U ) = J(u) > 0 FOR SOME TRANSITION u G V . THEN, BY THE 

DEFINITION OF J' , THERE EXISTS A PATH FROM t TO R. SO FOR EVERY TRANSITION u IN r* THERE 

IS ALSO A PATH t . . . u AND WE GET J'{u) = J(u) > 0 FOR ALL TRANSITIONS u IN r*. SO 

o < £ J'(«) < £ j(«) = £ j(u) = £ 
u£*r uG*r uGr* uGr* 

HENCE IN BOTH CASES WE HAVE £ J'(u) < £ •^'('u)-
uGmr u€r* 

SINCE ( N • J')(r) — £ ^ ' ( « ) — £ — ^ A N ( ^ R W A S CHOSEN ARBITRARILY, N • J' 

HAS NO PROPERLY POSITIVE ENTRIES. SINCE I IS AN S-INVARIANT, I • N • J' = 0 . SINCE 7 HAS 

ONLY POSITIVE ENTRIES, N • J' HAS NO NEGATIVE ENTRIES AND IS HENCE THE NULL VECTOR 0 . 

SO J' IS A T-INVARIANT. W E THEN HAVE: 

£ J'(u) = £ J'(u) (J' IS A T-INVARIANT) 
u S ' s uGs* 

> J'(t) (tes*) 
= J(t) (DEFINITION OF J') 

> 0 ( J IS POSITIVE) 

SO THERE EXISTS A TRANSITION u G *S SATISFYING J ' ( U ) > 0- B Y THE DEFINITION OF J ' , THERE 

IS A PATH IT = t . . . u. THEN, THE PATH 7r S LEADS FROM t TO s. 

C A S E 2. (x, y) = (t, s) FOR A TRANSITION t AND A PLACE S. 

CONSIDER THE NET N' = (T, S, F) IN WHICH THE PLACES OF A 7 ARE THE TRANSITIONS OF 

N AND VICE VERSA. THE INCIDENCE MATRIX OF N' IS EQUAL TO THE TRANSPOSED OF THE 

INCIDENCE MATRIX OF N MULTIPLIED BY —1. SO I IS A POSITIVE T-INVARIANT OF N' AND J 

IS A POSITIVE S-INVARIANT OF N'. 

THE ARC (t, s) LEADS FROM A PLACE OF N' TO A TRANSITION OF N'. A S SHOWN IN CASE 1, 
N' CONTAINS A PATH FROM THE TRANSITION s TO THE PLACE t. SO N CONTAINS A PATH FROM 

THE PLACE s TO THE TRANSITION t. • 
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Observe that in the proof of this result Case 2 follows easily from Case 1 via a 
duality argument. This technique will be used later on in different chapters. 

S e m i - p o s i t i v e a n d m i n i m a l i n v a r i a n t s 

The semi-positive S- and T-invariants of a net are particularly interesting, because 
most results of the last two sections state relationships between them and dynamic 
properties. We give two results on semi-positive invariants which will be useful 
in later chapters (by a semi-positive invariant we mean a vector which is either a 
semi-positive S-invariant or a semi-positive T-invariant). 

Proposition 2.41 Presets of supports equal postsets of supports 

Every semi-positive invariant I satisfies *( / ) = (/)*. 

Proof: 
Follows immediately from the alternative definitions of S- and T-invariants (Propo­
sitions 2.28 and 2.36). • 

We now define minimal invariants and show that they generate all semi-positive 
invariants. Moreover, if a net has a positive invariant, then its minimal invariants 
generate all invariants. 

Definition 2.42 Minimal invariants 

A semi-positive invariant I is minimal if no semi-positive invariant J satisfies 
(J) C ( / ) . 

Note that by this definition each nonzero multiple of a minimal invariant is again 
minimal, because the minimality of an invariant depends solely on its support. 

Theorem 2.43 Fundamental property of minimal invariants 

(1) Every semi-positive invariant is the sum of minimal invariants. 
(2) If a net has a positive invariant, then every invariant is a linear combination 

of minimal invariants. 

Proof: 

(1) Let I: X —> Q be a semi-positive invariant. We proceed by induction on |(7)|. 
Base. |(/)| = 1. Then I is minimal because every semi-positive invariant has 
at least one non-zero entry. 
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Step. | (7) | > 1. If 7 is minimal, we are done. So assume that 7 is not minimal. 
Then, there exists a minimal invariant J such that (J) C (7). 
Let x be an element of (J) such that I(x)/J(x) is minimal. Define 

J(x) 

Since the set of all invariants is a vector space, I' is an invariant. By the choice 
of x, I'{x) = 0 and I' > 0. Moreover, (7') C (7). Since (J) is a proper subset 
of (7), (7') ^ 0. So we can apply the induction hypothesis and conclude that 
I' is the sum of minimal invariants. 

I(x) I(x) 
The result follows because 7 = 7 '+ _. . • J and _. . • J is also a minimal 

J(x) J(x) 
invariant. 

(2) Let A be a net having a positive invariant 7, and let J be an arbitrary invariant 
of N. There exists an integer A such that XI+J is a semi-positive invariant. By 
(1), both 7 and XI+J are sums of minimal invariants. Since J = (XI+J) — XI, 
the invariant J is a linear combination of minimal invariants. • 

Exercises 
Exercise 2.1 

1) Show that (S, T, F) is a net iff (T, S, F) is a net iff (S, T, F " 1 ) is a net. The first 
equivalence is in fact implicitly used in the proof of Theorem 2.40. 

2) Show that if one of these nets is (strongly) connected then all of them are. 

3) Show that a net (S, T, F) is connected iff (5, T, F U 7 1 - 1 ) is strongly connected. 

Exercise 2.2 
Prove Proposition 2.6. 

Exercise 2.3 

Exhibit counterexamples that disprove the following conjectures: 

1) If (JV, M 0 ) is bounded and M > M 0 , then (N, M) is bounded. 

2) * If (N, M 0 ) is live and M > M 0 , then (N, M) is live. 

3) * If (N, M 0 ) is live and bounded and M > M 0 , then (TV, M ) is bounded. 
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Exercise 2.4 
Give a basis of the space of S-invariants and a basis of the space of T-invariants 
of the net shown in Figure 2.1. 

Exercise 2.5 
Prove the characterizations of S- and T-invariants given in Proposition 2.28 and 
Proposition 2.36. 

Exercise 2.6 
A semi-positive T-invariant J of a net N is realizable in a system (TV, Mo) if there 
exist an occurrence sequence err such that r = J (then we get Mo -—• M —M 
for some marking M, which implies that a r T T ... is an occurrence sequence). 

1) Exhibit a system (TV, M 0 ) and a semi-positive T-invariant J of TV such that J is 
not realizable in (TV, M 0 ) . 

2) * As (1), but (TV, Mo) is required to be live and bounded. 

Exercise 2.7 * 

Prove that every bounded system with a positive T-invariant is strongly con­
nected. Show that this implies the Strong Connectedness Theorem as well as 
Theorem 2.40. 
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CHAPTER 3 

S-systems and T-systems 

This chapter presents the main results of the theory of S-systems and T-systems. It 
is divided into two sections of similar structure, one for each of these two classes. The 
main results of each section are a Liveness Theorem, which characterizes liveness, 
a Boundedness Theorem, which characterizes 6-boundedness of live systems, and 
a Reachability Theorem, which characterizes the set of reachable markings of live 
systems. Additionally, both sections contain a Shortest Sequence Theorem, which 
states that every reachable marking can be reached by an occurrence sequence whose 
length is bounded by a small polynomial in the number of transitions of the net 
(linear in the case of S-systems and quadratic for T-systems). 

3.1 S-systems 

Recall from the Introduction that S-systems are systems whose transitions have 
exactly one input place and one output place. 

Definition 3.1 S-nets, S-systems 

A net is an S-net if \'t\ = 1 = \t'\ for every transition t. 

A system (TV, M0) is an S-system if TV is an S-net. 

The fundamental property of S-systems is that all reachable markings contain ex­
actly the same number of tokens. In other words, the total number of tokens of the 
system remains invariant under the occurrence of transitions. 

Proposition 3.2 Fundamental property of S-systems 

Let (TV, M0) be an S-system. If M is a reachable marking, then M0(S) = M(S), 
where S is the set of places of TV. 

Proof: 
Since TV is an S-net, the occurrence of a transition removes a token from one place 
and adds a token to one place (these two places may be the same). So the total 
number of tokens remains unchanged. • 
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The next theorem characterizes liveness of S-systems. 

Theorem 3.3 Liveness Theorem 

An S-system (TV, M 0 ) is live iff TV is strongly connected and M 0 marks at least 
one place. 

Proof: 
{=>): (TV, Mo) is live by assumption, and bounded by the fundamental property of 
S-systems. By the Strong Connectedness Theorem (Theorem 2.25), TV is strongly 
connected. Since (TV, M 0 ) is live, at least one transition t is enabled at Mo- So Mo 
marks the unique input place of t. 
(<=): Let M be an arbitrary reachable marking and let t be an arbitrary transition. 
We show that some marking reachable from M enables t. 
Since M 0 marks at least one place and the total number of tokens of TV remains 
invariant under transition occurrences, M marks some place s. By the strong con­
nectedness of TV, there exists a minimal path leading from s to t. As TV is an S-net, 
every transition of this path has exactly one input place, which is its predecessor 
in the path, and exactly one output place, which is its successor in the path. Let 
a be the sequence of transitions of the path, excluding t. Then, M -^-> M ' is an 
occurrence sequence leading to some marking M ' which puts at least one token on 
the last place of the path. Since TV is an S-net, this place is the only input place of 
its successor in the path, which is t. Therefore, M ' enables t. • 

We now state and prove the Boundedness Theorem which characterizes 6-bounded-
ness of live S-systems, and the Reachability Theorem, which characterizes the reach­
able markings of live S-systems. Both are consequences of the following lemma. 

Lemma 3.4 

Let (S, T, F) be a strongly connected S-net, and let M and M ' be two markings 
such that M(S) = M'{S). Then M M' . 

Proof: 
We proceed by induction on M(S). 
Base. M(S) = M'(S) = 0. Then both markings are the null marking and hence­
forth equal. 
Step. M(S) = M'(S) > 1. Define markings K,K',L,L' such that L(S) = 1, 
L'(S) = 1 and 

M = K + L M' = K' + L' 
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Then K(S) < M(S) and K(S) = K'(S). We can apply the induction hypothesis to 
K and obtain an occurrence sequence K K'. 

Next we show that there is an occurrence sequence L L'. Let s be the place 
marked by L and let s' be the place marked by V. Since TV is strongly connected, 
there exists a path s ti... tn s'. As in the proof of the Liveness Theorem, we can 
choose r = ti... tn, i.e., r moves the token from s to s'. 

Altogether we have, by two applications of the Monotonicity Lemma (Lemma 2.13), 

Af = (K + L) (K' + L) -L> (K' + V) = Af' 

and hence Af Af'. • 

Theorem 3.5 Boundedness Theorem 

A live S-system (TV, Af 0) is 6-bounded iff M0(S) < b, where S is the set of places 
of TV. 

Proof: 
(=>): Let s be a place of S, and let Af be the unique marking of TV satisfying 
Af(s) = Af(5) = Afo(S). By the Liveness Theorem, TV is strongly connected. By 
Lemma 3.4, Af0 — M . Since (TV, Af0) is 6-bounded, we have Af (s) < b, and 
therefore M0(S) < b. 
(<=): By the fundamental property of S-systems, Af (S) = Mo(S) for every reachable 
marking Af. Since Af(s) < Af(5) for every place s and Afo(S') < b by assumption, 
(TV, Af 0) is 6-bounded. • 

Theorem 3.6 Reachability Theorem 

Let (TV, Afo) be a live S-system and let Af be a marking of TV. Af is reachable iff 
Mo{S) = Af (5) , where S is the set of places of TV. 

Proof: 
(=>): Follows from the fundamental property of S-systems. 
(<=): By the Liveness Theorem, TV is strongly connected. Apply then Lemma 3.4. 

• 

The reachable markings of live S-systems can also be characterized in terms of 
S-invariants. So we first study the S-invariants of S-nets. 
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Proposition 3.7 S-invariants of S-nets 

Let N = (5, T, F) be a connected S-net. A vector 7: S —> <Q is an S-invariant of 
N iff 7 = ( x . . . x ) for some x. 

Proof: 
Since A is an S-net, every transition t of N has exactly one input place st and one 
output place s't. Therefore 

J2l(s) = I(st) and £ 7 ( S ) = 7( S ; ) 
sen set* 

It follows that 7 is an S-invariant iff I(st) — I(s't) for every transition t. Since N is 
a connected S-net, this is the case iff 7(s) = 7(s') holds for every two places s and 
s'; in other words, if there exists a number x such that 7(s) = x for every place s of 
N. • 

Observe that the fundamental property of S-systems can also be derived from Propo­
sition 3.7. Since 7 = ( 1 . . . 1 ) is an S-invariant, we have 7 • M0 = I • M for 
every reachable marking M. Since 7 • M 0 = M 0 ( 5 ) and 7 • M = M ( 5 ) , it follows 
Af 0(S) = M ( 5 ) . 

Theorem 3.8 Second Reachability Theorem 

Let (A ,̂ M 0 ) be a live S-system. A marking M is reachable iff it agrees with M0 

on all S-invariants. 

Proof: 
(=>•): Holds for arbitrary systems by Theorem 2.33. 
(<=): By the Liveness Theorem, N is strongly connected. Since the place vector 
7 = ( 1 . . . 1 ) is an S-invariant (Proposition 3.7) and M agrees with M 0 on all 
S-invariants, we have I • M0 = I • M. Since 7 • M 0 = M0(S) and I • M = M(S), we 
get M 0 (S ) = M ( 5 ) . By the Reachability Theorem (Theorem 3.6), M 0 -^-> M. • 

To complete our study of S-systems, we raise the following question: given an 
S-system (TV, A70) and a reachable marking M, which is the length of a shortest 
occurrence sequence leading from M0 to M? We show that it is at most b • n, where 
n is the number of transitions of the system and b is the bound of the system. This 
bound exists because, by the fundamental property, no place can ever contain more 
than M0(S) tokens. 
We need two lemmata. 
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Lemma 3.9 

Let N = (S,T,F) be an S-net, 7 a circuit of N, and U the set of transitions 
appearing in 7. Then the characteristic vector of U with respect to T is a 
T-invariant of N. 

Proof: 
Let J be the characteristic vector of U. By Proposition 2.36, it suffices to prove 
that for every place s the equation >J J(t) = £ •/(£) holds. 

te's tes' 

If s belongs to 7, then it has exactly one input transition in 7 and one output 
transition in 7. So both sides of the equation are equal to 1. If s does not belong 
to 7, then it has no transition of 7 in its pre- or post-set, because /V is an S-net; so 
both sides of the equation are equal to 0. • 

Lemma 3.10 

Let N = (S,T,F) be an S-net, M a marking of N, and X:T -> N a vector 
such that M + N • X > 0. If every circuit of N contains a transition t such that 
X(t) = 0, then there is an occurrence sequence M M' such that a = X. 

Proof: 
We proceed by induction on |X|, the sum of entries in X. 
Base. If \X\ = 0 then X = 0. Take <r = e. 
Step. \X\ > 1. 
We denote the set of transitions t satisfying X(t) > 0 by {X). We claim that a 
transition of (X) is enabled at M. 
Since T is finite and every circuit contains a transition which does not belong to (X), 
there is a place s such that some transition t £ s' belongs to (X) but no transition 
in °s belongs to (X). Since M + N • X > 0 by assumption, we have 

0 < M(s) + £ X ( u ) - £ 

= M ( s ) - £ X ( u ) C s n ( X ) = 0 ) 

< M(s) - x\t) 
Since > 0, we have M(s) > 0, and therefore t is enabled at M , which proves 
the claim. 
Let M M " . Then M " + N • ( X - ~t) = M + N • X > 0. We can apply the 
induction hypothesis to (X — t ) , which yields a sequence M " — -̂» M' satisfying 
t = X — t • Taking cr = t r , the result follows. • 
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Theorem 3.11 Shortest Sequence Theorem 

Let (N, M 0 ) be a 6-bounded S-system with n transitions. If M is a reachable 
marking then there exists an occurrence sequence Mo -^-» M such that the length 
of a is at most b • n. 

Proof: 
Let X > 0 be an integer-valued solution of the Marking Equation Mo + N • X = M. 
Such a solution exists because M is reachable from M0. Assume moreover that X 
is minimal with respect to the order <. 
We claim that {X} does not contain the set of transitions of any circuit of N. 
Suppose that X(t) > 1 for all the transitions t of some circuit 7. By Lemma 3.9, the 
characteristic vector of the set of transitions of 7 is a T-invariant, say J. Therefore, 
X — J is another solution of the Marking Equation, and X — J > 0. Moreover, 
X — J < X and X — J 7̂  X, contradicting the minimality of X. This proves the 
claim. 
By Lemma 3.10, there is an occurrence sequence Mo ——> M such that ~o = X. We 
show that no transition occurs more than b times in cr, which immediately implies 
the result. 

Let t be an arbitrary transition of the alphabet A(a) of cr. Define 

(/ = {«£ A(a) I there is a path u... t containing only transitions of A(a)} 

V = A(a) \ U 

We have 'U N V = 0. Moreover, U and V are disjoint and A{a) C U U V. So we 
can apply the Exchange Lemma, and conclude that the sequence a\u is also enabled 
at Mo-
By definition, t G U. Let s be the unique place in t*. Since no circuit contains only 
transitions of A(a), no transition in s* belongs to U. So no transition of s* occurs in 
a\u- Since (TV, Mo) is 6-bounded and t G *s, we have that t occurs at most b times 
in a\u- Therefore, t occurs at most b times in cr, which finishes the proof. • 

I 

3.2 T-systems 
In T-systems places have exactly one input and one output transition. 

Definition 3.12 T-nets, T-systems 

A net is a T-net if \'s\ — 1 = \s'\ for every place s. 

A system (N, M 0 ) is a T-system if N is a T-net. 
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Fig. 3.1 A T-system 

Circuits play a very important role in the theory of T-systems. 

Definition 3.13 Token counts of circuits 

Let 7 be a circuit of a net and let M be a marking. Let R be the set of places of 
7. The token count M(-y) of 7 at M is defined as M(R). 

A circuit 7 is marked at M if M(j) > 0. 

A circuit of a system is initially marked if it is marked at the initial marking. 

S\ ti si t\ and S4 £3 S5 £4 are two circuits of the T-system of Figure 3.1. Their token 
counts at the initial marking are 1 and 3, respectively. 
With the help of this definition we can now state the fundamental property of 
T-systems: the token counts of circuits remain invariant under the occurrence of 
transitions. 

Proposition 3.14 Fundamental property of T-systems 

Let 7 be a circuit of a T-system (TV, Mo). For every reachable marking M , 
M ( 7 ) = M 0 ( 7 ) . 

Proof: 
Let £ be a transition. If t does not belong to 7, then the occurrence of t does not 
change the number of tokens of any place of 7, because TV is a T-net. If t belongs 
to 7, then exactly one of its input places and one of its output places belong to 7. 
So the occurrence of t removes a token from one place of 7, and adds a token to one 
place of 7 (these two places may be the same). In both cases the token count of 7 
does not change. • 
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si s2 t3 s3 

Fig. 3.2 Illustration of the proof of the Liveness Theorem 

Liveness of T-systems is characterized by the following theorem: 

Theorem 3.15 Liveness Theorem 

A T-system is live iff every circuit is initially marked. 

Proof: 
(=>•): Assume that some circuit is not initially marked. By the fundamental property 
of T-systems, this circuit remains unmarked at every reachable marking. Therefore, 
its transitions can never occur. So the T-system is not live. 
(•<=): Let t be an arbitrary transition, and let M be an arbitrary reachable marking. 
We show that some marking reachable from M enables t. 

Define the set SM of places as follows: s G SM if there is a path from s to t which 
contains no place marked at M. In the example of Figure 3.2, if we take t = t2, then 
we have SM — { s 2 , s 3 , s 4 } (the paths leading to t2 are shown in boldface). Notice 
that every place of SM must become marked at some intermediate marking before 
t can occur from M. 

We proceed by induction on |«SM|-
Base. \SM\ — 0. Then every place in *t is marked at M and t is already enabled at 
the marking M. 

Step. \SM\ > 0. Then t is not enabled at M. By the assumption, every circuit 
is initially marked. By the fundamental property of T-systems, every circuit is 
marked at M. Therefore, there exists a path 7r of maximal length, containing no 
places marked at M and leading to t (IT is not necessarily unique). Let u be the 
first element of IT (in the example, we can take IT = t4 s3 t3 s 2 t2, and so u = t4). By 
the maximality of IT, u is a transition and all places in 'u are marked at M. So u is 
enabled at M. Observe that u ^ t because t is not enabled at M. 
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Let Af ——• Af'. In order to apply the induction hypothesis we prove that SM> is a 
proper subset of SM-

(i) SM> C SM-

Let s G SM1 • Then there exists a path IT' = s .. .t containing no places marked 
at Af'. We show indirectly that TT' has no places marked at Af, which implies 
s G SM-

Assume that some place r of TT' is marked at Af. Since r is not marked at Af' 
and Af Af', it is an output transition of r. Since TV is a T-net, u is the only 
output transition of r, and hence its successor in TT'. Since u ^ t, some place 
of u' is contained in IT'; but this place is marked at Af', which contradicts the 
definition of TT'. 

(ii) SM1 7̂  SM- Let s be the successor of u in the path TT. Since all places of TT 
belong to SM, we have s G SM- Since the occurrence of u puts a token on s, 
M'(s) > 0, and so s $ SM1-

By the induction hypothesis, there exists an occurrence sequence M' -^-> Af" such 
that Af" enables t. Since Af Af', the marking Af" is reachable from Af, and we 
are done. • 

Since all circuits of the example shown in Figure 3.1 are marked, the T-system is 
live. The same holds for the example shown in Figure 3.2. 
Strongly connected T-systems play an important role in the next chapters. We now 
prove that a strongly connected T-system is live if and only if it has an infinite 
occurrence sequence. This is not true for all T-systems. Consider the example of 
Figure 3.1, but with a different initial marking, namely the marking obtained by 
removing the tokens from s 4 and s5. This system is not live because the transitions 
£3 and £4 can never become enabled. However, (£2 £i) w is an infinite occurrence 
sequence. 

We first state a proposition that characterizes the T-invariants of a T-system. The 
proof is left for the reader (it can be easily obtained from the proof of Proposition 3.7 
by interchanging the role of places and transitions). 

Proposition 3.16 T-invariants of T-nets 

Let N = (S,T,F) be a connected T-net. A vector J:T —> Q is a T-invariant iff 
J — ( x ... x ) for some x. • 
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Theorem 3.17 Liveness in strongly connected T-systems 

Let (TV, M 0 ) be a strongly connected T-system. The following statements are 
equivalent: 

(a) (TV, M 0 ) is live. 
(b) (TV, M 0 ) is deadlock-free. 
(c) (TV, M 0 ) has an infinite occurrence sequence. 

As was seen in Chapter 2, (a) implies (b). It follows easily from the definition of 
deadlock-freeness that (b) implies (c). We prove that (c) implies (a). 
Assume that (TV, Mo) has an infinite occurrence sequence Mo -^+. We claim that 
the alphabet of a contains all the transitions of the net. 
Since TV is strongly connected, every place s is contained in some circuit 7. By the 
fundamental property of T-systems, the token count of 7 remains invariant. There­
fore, no reachable marking puts more than Mo (7) tokens on s, which implies that 
(TV, Mo) is bounded. We can then apply the Reproduction Lemma (Lemma 2.39), 
and conclude that there is a semi-positive T-invariant J satisfying (J) C A(a). By 
Proposition 3.16, all semi-positive T-invariants have the same support, namely all 
the transitions of the net. So, in particular, (J) contains every transition of TV. The 
claim then follows from (J) C A(a). 
By the claim, every transition can occur from Mo- Therefore, every place can become 
marked, which implies that every circuit can become marked. By the fundamental 
property of T-systems, every circuit must then be initially marked. By the Liveness 
Theorem, (TV, M 0 ) is live. • 

We now characterize the live T-systems which are 6-bounded. 

Theorem 3.18 Boundedness Theorem 

A live T-system (TV, Mo) is 6-bounded iff for every place s there exists a circuit 7 
which contains s and satisfies Mo (7) < b. 

Proof: 
(=>•): Let s be a place. Since (TV, M 0 ) is 6-bounded, the bound of s exists and is at 
most b. Let M be a reachable marking such that M(s) is equal to the bound of s. 
Define the marking L of TV as follows: 

Proof: 
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We claim that (TV, L) is not live. Assume this is not the case. Then, since live­
ness implies place-liveness, there exists an occurrence sequence L L' such that 
L'(s) > 0. Since M > L, a is also enabled at M (Monotonicity Lemma). Let 
M -^-> M'. Since L(s) = 0 we have M'(s) = L'(s) + M(s) > M(s), which contra­
dicts the assumption that M(s) is equal to the bound of s. This finishes the proof 
of the claim. 

Since (TV, L) is not live, some circuit 7 is unmarked at L (Liveness Theorem). Since 
(TV, M ) is live, 7 is marked at M. As L and M only differ in the place s, the 
circuit 7 contains s. Moreover, s is the only place of 7 marked at M, and therefore 
M ( 7 ) = M(s). So M(7) < b because M(s) < b. 

(<=): Let M be an arbitrary reachable marking, and let s be an arbitrary place of 
TV. By the assumption, s belongs to some circuit 7 such that M0(7) < b. By the 
fundamental property of T-systems, we have M(-y) < b, and therefore M(s) < b. 

• 

We can apply this theorem to the T-systems of Figures 3.1 and 3.2, because both are 
live. Place S3 in Figure 3.1 is not contained in any circuit; therefore, the T-system 
is unbounded. On the contrary, every place in Figure 3.2 is contained in a circuit 
with at most 2 tokens; therefore, this T-system is 2-bounded. 
The proof of the Boundedness Theorem implies the following stronger result: 

Corollary 3.19 Place bounds in live T-systems 

Let (N, M0) be a live T-system. 

(1) A place s of (TV, M 0 ) is bounded iff it belongs to some circuit of TV. 

(2) If a place s of (TV, M 0 ) is bounded, then its bound is equal to 

min{M0(7) | 7 is a circuit of TV containing s} 

(3) (TV, Mo) is bounded iff TV is strongly connected. 

Proof: 
(1 =>) Assume that s is bounded. Then, the proof of the Boundedness Theorem 
shows that s belongs to some circuit 7 such that Mo (7) is the bound of s. 

(1 «=) Assume that s belongs to some circuit 7 of TV. By the fundamental property 
of T-systems, s can never contain more than Mq(7) tokens. 
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Fig. 3.3 A 1-bounded T-system with a circuit containing three tokens 

(2) Let 7 be the circuit of (1 =>•). Since M0(7) is the bound of s, it suffices to prove 
that for every circuit 8 containing s, M0(6) > Mo(7). 
Let M be a reachable marking such that M(s) is equal to the bound of s. Then 
M0(7) = M(s) and, since 6 contains s, M(s ) < M(S). So M0(7) < M{8) and, by 
the fundamental property of T-systems, Mo(<5) > M0(7). 
(3 =*•): Follows from the Strong Connectedness Theorem (Theorem 2.25). It also 
follows from the first part of the Boundedness Theorem: since (N, M 0 ) is bounded, 
every place is contained in a circuit of N; since every place has exactly one input 
transition and one output transition, for every arc (x,y) of N, some circuit has a 
prefix x y. Together with the connectedness of N, this implies that N is strongly 
connected. 
(3 4=): Since N is strongly connected every place is contained in some circuit. Apply 
then (1). • 

The third part of this corollary implies that a T-net has a live and bounded marking 
if and only if it is strongly connected (and has at least one place and at least one 
transition). The corollary proves the ' i f direction, while the 'only i f direction 
follows from the Strong Connectedness Theorem. 
In the example shown in Figure 3.1, the bound of the places S4 and S5 is 3, because 
that is the token count on the only circuit they are contained in. In the system of 
Figure 3.2, the place S4 has bound 1, but the place S7 has bound 2. 
Observe that a live and 6-bounded T-system may have circuits containing more than 
b tokens. A good example is the T-system of Figure 3.3. The system is 1-bounded, 
but the inner circuit contains 3 tokens. 
Live and 1-bounded systems are of particular interest in many applications. The 
Liveness Theorem and the Boundedness Theorem imply that strongly connected 
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T-nets can always be transformed into live and bounded T-systems: it suffices to 
put one token in each place. The question is if they can also be transformed into 
live and 1-bounded T-systems. Genrich's Theorem gives a positive answer. 

Theorem 3.20 Genrich's Theorem 

Let TV be a strongly connected T-net having at least one place and one transition. 
There exists a marking Mo of TV such that (TV, Mo) is a live and 1-bounded system. 

Proof: 
By the Liveness Theorem, TV has a live marking; it suffices to put a token on every 
place. 
Let (TV, M ) be an arbitrary live T-system which is not 1-bounded. We construct 
another marking L such that (TV, L) is also live and satisfies the following two con­
ditions: 

- for every circuit 7, £(7) < Mf/y), and 

- for some circuit 7, £(7) < Mf/y). 

Starting with an arbitrary live marking, an exhaustive application of this construc­
tion yields a live marking Mo such that every place is 1-bounded at (TV, M 0 ) . 
To construct L, let s be a place which is not 1-bounded in (TV, M ) . Then, there 
exists a marking M ' reachable from M satisfying M'(s) > 2. Let L be the marking 
that coincides with M' everywhere except in s, where it puts only one token. 
Since (TV, M ) is live, (TV, M' ) is live. So every circuit of TV is marked at M' , and, by 
the construction of L, every circuit of TV is marked at L. So (TV, L) is live. 
By the fundamental property of T-systems, M(/y) = M'(/y) for every circuit 7 of 
TV. By the construction of L, we also have 1/(7) < M'(7). Moreover, if a circuit 7 
contains s (some circuit does, because TV is strongly connected), then £(7) < M'(7). 

• 

The proof of this theorem is in fact an algorithm for the construction of a live and 
1-bounded marking from a live and bounded one. The algorithm lets transitions 
occur, until a marking is reached which puts more than one token in some place; 
then, it removes all but one of those tokens. These two steps are iterated until a 
live and 1-bounded marking is obtained. 
We can apply the algorithm to the T-system of Figure 3.2. One iteration suffices: 
we let t5 occur, and then remove one of the tokens of S7. The marking so obtained 
is live and 1-bounded. 
We now show that the reachable markings of live T-systems admit the same char­
acterization as those of live S-systems; i.e., they are the markings that agree with 
the initial marking on all S-invariants. 
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Theorem 3.21 Reachability Theorem 

Let (TV, M 0 ) be a live T-system. A marking M is reachable iff it agrees with Mo 
on all S-invariants. 

Proof: 
Holds for arbitrary systems by Theorem 2.33. 

(<=): Theorem 2.34 implies that there exists a rational-valued vector X satsifying 
M = M0 + N • X. Since J = ( 1 . . . 1 ) is a T-invariant of N (Proposition 3.16), 
we have N • (X + A J) = N • X for every A. Therefore, we can further assume that 
X > 0. 
Let T denote the set of transitions of N. The proof is divided into two steps: 

(i) There exists a vector Y:T W such that M = M0 + N • Y. 

Define Y by Y(t) = \X(t)~\ for every transition t, where, given a rational 
number x, \x~\ denotes the smallest integer greater than or equal to x. Since 
M = Mo + N • X, we have for every place s: 

M{s) = M0(s) + X(h) - X(t2) 

where ti is the unique transition in 's and t2 is the unique transition in s*. 

Since both M(s) and M0(s) are integer-valued, X(ti) — X(t2) is an integer. 
By the definition of Y, we have X{h) - X(t2) = Y(ti) - Y(t2). So 

M(s) = M0(s) + Y(h) - Y(t2) 

and hence M = M 0 + N • Y. 

(ii) M 0 M. 
By induction on |F|, the sum of the entries of the vector Y defined in (i). 
Base. \Y\ = 0. Then Y = 0 and M = M 0 . 
Step. \Y\ > 0. We first show that some transition of the support (Y) of Y 
is enabled at Mo- Let Sy be the set of places in '(Y) which are unmarked at 

M ° " 
If a place s G 5y has an mtput transition which belongs to (Y), then, since s 
is unmarked at M 0 and M 0 + N - Y = M > 0 , some transition in 's belongs 
to (Y) as well. 
Every circuit of N is marked at M 0 because the system (N, M 0 ) is live. There­
fore, there exists a path of maximal length containing only places of Sy and 
transitions of (Y). Since, as shown above, every place of Sy has an input 
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transition that belongs to (Y), the path begins with a transition t G (Y). 
Moreover, no input place of t belongs to Sy because the path has maximal 
length. Therefore, every input place of t is marked at M 0 , and hence t is 
enabled. 

Let M 0 Mi . Then M x + N • (Y - ~t) = M. Since \Y - ~t\ < \Y\, 
we can apply the induction hypothesis to Mi . So Mi M . It follows 
M 0 — M i M , which implies M 0 M . • 

Finally, we obtain a Shortest Sequence Theorem for T-systems. Given a 6-bounded 
T-system (TV, Mo) with n transitions and a reachable marking M , we show that the 
length of a shortest occurrence sequence leading from Mo to M is at most 

(n - 1) • n  
b ' 2 

The proof is based on the notion of biased sequence, and requires several lemmata. 
We prove these lemmata in a more general way than necessary for T-systems. This 
will make it possible to reuse them later for more general classes. 

Definition 3.22 Permutations, biased sequences 

Two sequences a and r of transitions of a net are permutations of each other if 
T — a ; in other words, if each transition occurs in a and r the same number of 

times. 

A sequence a of transitions of a net is called biased if *t D *u = 0 for every two 
distinct transitions t and u that occur in a, i.e., if for every place s, at most one 
transition of s* occurs in a. 

Assume that r is a permutation of a. By the Marking Equation, if M 0 M and 
Mo ——* M ' , then M ' = M , i.e., both a and r lead to the same marking. 

Lemma 3.23 

Let a\ 02 t be a biased sequence of transitions of a net (where 01 and 02 are 
sequences of transitions and t is a transition) such that t does not occur in 01 

(71 (72 t 
and every transition occurring in 02 also occurs in o\. If Mo • M is an 
occurrence sequence, then Mo • M is also an occurrence sequence. 

Proof: 
By induction on the length of 02. 
Base: If 02 is the empty sequence then 01 02 t — o\ t a2. 
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STEP: ASSUME THAT a2 IS NONEMPTY AND DEFINE CR2 = o'2 u, WHERE u IS A TRANSITION. 
LET M0 Mi ^ M2 ^ M3 M. WE PROVE M2 M4 M FOR SOME 
MARKING M4. IF £ = u, WE ARE DONE. SO ASSUME t ^ u. 
LET S BE AN ARBITRARY INPUT PLACE OF £. WE CLAIM M2(s) > 0. SINCE o\ a2 £ IS BIASED, 
WE HAVE s ^ 'u. CONSIDER TWO CASES: 
CASE 1. s $ u*. THEN M2(S) = M3(S). SINCE £ IS ENABLED AT M3, WE HAVE M3(S) > 0. 
SO M2(S) > 0. 
CASE 2. S £ U*. SINCE EVERY TRANSITION THAT OCCURS IN CR2 OCCURS IN CTI AND u OCCURS 
IN CR2, u OCCURS AT LEAST TWICE IN o\ CR2. SINCE £ DOES NOT OCCUR IN o~\, IT DOES NOT OCCUR 
IN ai a2- SINCE £ IS THE ONLY OUTPUT TRANSITION OF s OCCURRING IN a\ a2 £, WE HAVE 

M3(S) > M0(S) + a^2(u) - o^a2(t) 

THEREFORE, M3(S) > 2. SINCE M2 M3, WE HAVE M2(S) > 1, AND THE CLAIM IS 
PROVED. 
THE TRANSITION t IS ENABLED AT M2, BECAUSE THE CLAIM HOLDS FOR AN ARBITRARY INPUT 
PLACE OF t. LET M2 —• M4. SINCE o\ a2 t IS BIASED, THE OCCURRENCE OF t DOES NOT 
DISABLE u, AND SO u IS ENABLED AT M4. SINCE u t AND £ U ARE PERMUTATIONS OF EACH 
OTHER, WE GET M2 —M4 —% M. THE APPLICATION OF THE INDUCTION HYPOTHESIS TO 
(Ti CR2 £ (TAKING <R2 FOR a2) YIELDS AN OCCURRENCE SEQUENCE M0 > M4. THE RESULT 
FOLLOWS SINCE M4 —% M AND <R2 U = <R2. • 

LEMMA 3.24 
LET (IV, M0) BE A SYSTEM AND LET M0 -̂ -> M BE A BIASED OCCURRENCE SEQUENCE. 
THERE EXISTS A PERMUTATION O"I CR2 OF a SUCH THAT MO • M, NO TRANSITION OCCURS 
MORE THAN ONCE IN o~i, AND A(cr2) C >1(CTI). 

Proof: 

BY INDUCTION ON THE LENGTH OF CR. 
BASE: IF a = E, THEN TAKE o\ = a 2 = e. 
STEP: a ^ e. ASSUME a = r t , WHERE £ IS A TRANSITION. 
BY THE INDUCTION HYPOTHESIS, THERE EXISTS A PERMUTATION Ti T2 OF R SUCH THAT NO 
TRANSITION OCCURS MORE THAN ONCE IN T\ AND A(T2) C 4̂(RI). 
IF £ OCCURS IN TI THEN G\ = T\ AND a 2 = R2 £ SATISFY THE REQUIREMENTS. 
IF £ DOES NOT OCCUR IN Ti THEN Ti T2 £ SATISFIES THE CONDITIONS OF LEMMA 3.23, AND SO 
M0 • M IS AN OCCURRENCE SEQUENCE. TAKE THEN cr\ = TI £ AND <R2 = R2. • 
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L e m m a 3.25 

Let (N, M 0 ) be a 6-bounded system and let Mo M be an occurrence sequence 
such that a is biased and nonempty. Then there exist sequences &\, o2 such that 
Mo • M , no transition occurs more than b times in a\, and A(a2) C 4̂(CTI) . 

Proof: 

By repeated application of Lemma 3.24, there exists a permutation T\... T„ of a 
such that 

- M 0
 n ' " T " ) M , 

- for every i, 1 < i < n, Tj 7̂  e, 

- for every i , 1 < i < n , no transition occurs more than once in Tj, and 

- for every i, I <i < n — 1 , *4(TJ+I) C .A(TJ). 

If n < 6 then, taking ai = T\... r n and a2 = e, we are done because every transition 
occurs at most once in every r; . SO we assume that n > 6 + 1. 
If .4(T(,+I) C A(TI), then -4.(TJ) C -4(TI) for every i > b + 1. So in this case, 
taking CTI = Ti . . . T& and a2 = u+i • • • T„, we are done. Therefore we also assume 
A{n+1) = A(TI). 

Let m be the greatest number such that A(TM) = A(TI). We have 6 + 1 < m < n. 

Let M 0 -—™ M'. We then have for every place s 

m 
m'(S) = M0(s) + E ( E ^ W - E ^»(«)) 

i=i ie*s tes« 

Since A(TM) = A(T{), the sequences T%, . . . ,TM have the same alphabet. Since no 
transition occurs more than once in them, they are moreover permutations of each 
other. It follows: 

M'(s) = M0(s) + m.(J2^(t)-J2^(t)) 
te's tes' 

Since (N, M 0 ) is 6-bounded, |M'(s) - M 0 ( s ) | < b. Therefore, since m > b 

£ N « - £ ^ ( I ) = O 
te's tes' 

Since s was chosen arbitrarily, we get that is a T-invariant, and so are r2,..., r m . 

So M ' = Mo, and we can take a\ = T\ and a2 = r m + 1 . . . r n (or a2 — e if n = m). 

• 
Notice that, in contrast to Lemma 3.24, here Afa) is a proper subset of ̂ l(cri). 
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Lemma 3.26 Biased Sequence Lemma 

Let (N, Mo) be a 6-bounded system and let Mo ——>• M be an occurrence sequence 
such that cr is biased. Let k be the number of distinct transitions that occur in 
cr, i.e., k = 1.4(C) I- There exists an occurrence sequence M0 —^ M such that the 
length of r is at most 

, k-(k + l) 
b • 

Proof: 
By induction on k. 
Base: k = 0. Then a = e, and we may take r = e. 

Step: k > 0. By Lemma 3.25, there exist sequences CRI and cr2 such that Mo • M , 
no transition occurs more than 6 times in o~\, and 4.(cr2) C A{<Ji). In particular, 
this implies that the length of a\ is at most b • k. 
Let Mo Mi M. The number of distinct transitions occurring in cr2 is at 
most k — 1. Since (iV, M 0 ) is 6-bounded, so is (TV, Mi) . By the induction hypothesis, 
there exists a sequence r 2 , of length at most 

, ( f c - l ) - f c 
2 

such that Mi -^-> M. 
Take r = CTI r 2 . We have Mo —T—> M , and the length of r is at most 

b . k + b _ = b . _ 

• 

Theorem 3.27 Shortest Sequence Theorem 

Let (A'', Mo) be a 6-bounded T-system with n transitions, and let M be a reachable 
marking. There exists an occurrence sequence M 0 -^-> M such that the length of 
cr is at most 

(n - 1) • n 

Proof: 
Since M is reachable, we have M 0 M for a sequence r. We can moreover assume 
that r has minimal length. Since A is a T-net, every sequence of transitions of N 
is biased, in particular r. 
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s l s 3 S2n-3 S 2n-1 

Fig. 3.4 A family of T-systems for which the bound of Theorem 3.27 is tight 

We claim that not every transition of TV occurs in r. Assume the contrary. By 
Tl 7*2 

Lemma 3.24, there exists a permutation T\ r 2 of r such that Mo • M , no transi­
tion occurs more than once in r j , and every transition that occurs in r 2 also occurs 
in T\. Since r contains every transition of TV, T\ contains exactly one occurrence 
of every transition of 7V. Therefore, T\ = ( 1 . . . 1 ) . By Proposition 3.16, T\ is a 
T-invariant, which implies Mo -^-» M 0 . Then we have M 0 -^-> M , which contradicts 
the minimality of r. 
By this claim, at most n — 1 transitions of TV occur in r. Apply now Lemma 3.26. 

• 
The bound of Theorem 3.27 is tight, i.e., for every number n there exists a T-system 
(TV, Mo) and a reachable marking M for which the bound above is the exact value of 
the length of a shortest occurrence sequence leading from Mo to M. Figure 3.4 shows 
a family of T-systems, one for each value of n. The initial marking Mo that puts one 
token in all upper places (shown in the figure) is 1-bounded. It is not difficult to see 
that the marking M that puts one token in all lower places is reachable from Mo-
Moreover, the shortest path leading from Mo to M has length fr-1)-". Therefore, if 
the only available information is the number of transitions of the net, the bound of 
Theorem 3.27 cannot be improved. 

Exercises 

In the exercises, a 'structural characterization' is a characterization that does not 
involve dynamic concepts like enabledness of a transition or occurrence sequence. 

Exercise 3.1 
Use Lemma 3.10 to give a structural characterization of the reachable markings 
of S-systems which are not necessarily live. 
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Exercise 3.2 
Give a polynomial algorithm to decide if a T-system is live. 

Exercise 3.3 
Give a structural characterization of the bounded T-systems which are not nec­
essarily live. 

Exercise 3.4 
Let (TV, Mo) be a T-system, not necessarily live, and let M be a marking of TV. 
Prove that M is reachable iff the Marking Equation M = M 0 + N • X has a 
solution satisfying X(t) = 0 for every transition t contained in any circuit of TV 
unmarked at Mo-

Exercise 3.5 * 
Let (TV, M 0 ) be a live T-system and let M be a marking of TV. Prove: there exists 
a marking M ' £ [Mo) such that M ' > M iff for every circuit 7 of TV the token 
count of 7 at Mo is greater than or equal to the token count of 7 at M. 

Exercise 3.6 * 
Let (TV, M 0 ) be a live T-system, where TV = (S, T, F). Prove: a vector X:T -> N 
is the Parikh vector of an occurrence sequence of (TV, M 0 ) iff M 0 + N • X > 0 
(compare with Lemma 3.10). 

Exercise 3.7 * 

1) Give a structural characterization of boundedness for systems satisfying \'s\ < 1 
and \s'\ < 1 for every place s. 

2) Give a structural characterization of the set of reachable markings for the same 
class of systems. 
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Exercise 3.8 
Prove that the following algorithm yields the set of transitions of a T-system 
which cannot occur in any occurrence sequence. 

Input: A T-system (TV, M 0 ) , where TV = (S,T, F). 
Output: U C T. 
Initialization: U = T, M — M0. 

begin 
while M enables some transition t of U do 

U:=U\{t}; M: = M + t 
endwhile 

end 

Exercise 3.9 
Generalize the Shortest Sequence Theorem for T-systems (Theorem 3.27) to the 
bounded systems in which every place has one output transition, but maybe more 
than one input transition. 

Bibliographic Notes 

T-systems were studied by Commoner, Holt, Even and Pnueli [19] and Genrich and 
Lautenbach [39] in the early seventies. These two papers contain most of the results 
of the chapter. Genrich's Theorem was published in [38]. The Shortest Sequence 
Theorem was proved by the authors in [25], but in fact the theorem is little more 
than a reformulation and generalization of former results by Yen [77]. 
Murata [66] and Kumagai, Kodama and Kitawaga [57] have obtained some exten­
sions of the reachability results of the chapter. A survey of these results and others 
on the synthesis of live and 1-bounded T-systems can be found in [67]. Teruel, 
Chrzistowski-Wachtel, Colom and Silva [72] have studied weighted T-systems, a 
generalization of T-systems in which the arcs are labelled with natural numbers 
(weights); these numbers indicate how many tokens are removed from or added to a 
place when a transition occurs. Conflict-free systems are another generalization of 
T-systems; a system is conflict-free if s* C *s for every place s with more than one 
output transition. Conflict-free systems have been thoroughly studied by Landwe-
ber and Robertson [58], Howell and Rosier [47, 48, 49], Yen [77], Esparza [29], and 
Yen, Wang and Yang [78]. 
The presentation of this chapter has been inspired by Best's and Thiagarajan's 
survey on some classes of live and 1-bounded net systems [10]. 



Chapter 3. S-systems and T-systems 



CHAPTER 4 

Liveness in free-choice systems 

In this chapter we start the study of free-choice systems. The main result of the 
chapter is Commoner's structural characterization of liveness. The first section 
contains the formal definition of free-choice systems and some basic properties. The 
second section introduces siphons and traps, the notions on which Commoner's result 
is based. This result itself is proved in Section 4.3, which also introduces allocations, 
a central notion in the theory of free-choice nets. 
An easy corollary of Commoner's theorem is that the non-liveness problem of free-
choice systems (i.e., the problem of deciding if a given free-choice system is not live) 
belongs to the class NP. In Section 4.4 we show that this problem is NP-complete. 
The last two sections of the chapter contain some results that will be useful later. 
Section 4.5 studies minimal siphons, and Section 4.6 shows that, under certain con­
ditions, liveness and deadlock-freedom coincide for free-choice systems. 

4.1 Free-choice systems 

Definition 4.1 Free-choice nets, free-choice systems 

A net TV — (S, T, F) is free-choice if (s, t) G F implies't X s* C F for every place 
s and every transition t. 

A system (TV, M 0 ) is free-choice if its underlying net TV is free-choice. 

There exist other equivalent definitions of free-choice nets. The following proposition 
gives three examples. 

K M 
T N U T I U 
Fig. 4.1 Illustration of Proposition 4.2(1) 
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Proposition 4.2 Characterizations of free-choice nets 

(1) A net (S, T, F) is free-choice iff for every two places s and r and every two 
transitions t and u 

(2) A net is free-choice iff for every two places s and r either s* Pi r* = 0 or 
s* = r\ 

(3) A net is free-choice iff for every two transitions t and u either 't D 'u = 0 or 
•t = *u. 

(1) Follows easily from the definition of free-choice nets. 

(2) (=>): Let N = (S,T,F) be a free-choice net, and let s and r be two places 
of N such that s ' f l r ' / 0. Then there exists a transition t G s* Or*, and 
therefore arcs (s, t) and (r, t). Now, let u be an output transition of s. By (1), 
u is an output transition of r. This proves s* C r*. The converse inclusion 
can be similarly proved. 

(<^): Let AT = (S,T,F) be a non-free-choice net. Then there is an arc (s,t), 
a place r G °t, and a transition « £ s ' such that (r, u) ^ F. Since £ belongs to 
both s' and r*, we have s ' f l r ' ^ 0 . Since u belongs to s', but not to r*, we 
have s* / r*. 

(3) Similar to the proof of (2). • 

The first characterization of this proposition is illustrated in Figure 4.1: the net on 
the left is not free-choice whereas the net on the right is free-choice. 

Proposition 4.3 Fundamental property of free-choice nets 

Let s be a place of a free-choice net N. If a marking of N enables some transition 
of s', then it enables every transition of s*. 

{(s,t),(r,t),(s,u)}CF (r, u) G F. 

Proof: 

Proof: 
Immediate consequence of Proposition 4.2(3). • 
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FIG. 4.2 Partition of the nodes of a free-choice net into clusters 

We shall frequently use the notion of cluster. Although we define it for arbitrary 
nets, it is particularly useful for free-choice nets. 

DEFINITION 4.4 Clusters 

Let x be a node of a net. The cluster of x, denoted by [x], is the minimal set of 
nodes such that 

• x € [x], 

• if a place s belongs to x then s' is included in [x], and 
• if a transition t belongs to [x] then 't is included in [x]. 

Figure 4.2 shows a free-choice net together with the partition of its nodes into 
clusters. Clusters have the following property: 

PROPOSITION 4.5 A property of clusters 

Let TV be a net. The set {[x] \ x is a node of TV} is a partition of the nodes of TV. 

PROOF: 
Let TV = (S, T, F). It follows easily from the definition of the cluster [x] of a node x 
that y G [x] iff the pair (x, y) belongs to the relation 

E = ( (F N (S x T)) U (F N (S x T ) ) - 1 )• 

E is the reflexive, symmetric and transitive closure of Ff\ (S x T), and therefore an 
equivalence relation. Since the equivalence class of x is [x], the result follows. • 
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The clusters of a free-choice net have a particularly simple structure: each place s 
of a cluster c is connected to every transition t of c by an arc (s, i) (see Figure 4.2). 
It follows that all the transitions of a cluster have the same set of input places, and 
all the places of a cluster have the same set of output transitions. The fundamental 
property of free-choice nets can then be reformulated as follows: 

Proposition 4.6 Fundamental property in terms of clusters 

If a marking of a free-choice net enables a transition t, then it enables every 
transition of the cluster [t]. 

Proof: 
Follows immediately from the fact that all the transitions of the cluster have the 
same input places. • 

4.2 Stable predicates: siphons and traps 
Let M. be the set of markings M of a net N such that the system (N, M) is live. 
By the definition of liveness, if (N, M) is live and L is reachable from M, then the 
system (N, L) is also live. Therefore, every marking reachable from a marking in 
M. is still in Ai. We call the sets of markings satisfying this property stable. 

Definition 4.7 Stable sets, stable predicates 

A set M. of markings of a net is stable if M G M. implies \M) C M.. The 
membership predicate of a stable set is called a stable predicate. 

It follows easily from the definition that in order to determine if a predicate is stable, 
it suffices to check the following condition for every transition t 

(MEMAM-^L) = • L&M 

We study in this chapter some interesting stable predicates which can be derived 
from the structure of a net. Consider the set of places {si , s2} of the net shown in 
Figure 4.3. It is easy to see that for every transition t the following holds: 

(M({SI,S2}) = 0AM-UL) = > L ( { s i , s 2 } ) = 0 

We have thus found an example of a stable predicate for N, namely M( {s i , s2}) = 0. 
It corresponds to the stable set of markings that mark neither si nor s2. This 
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t2 t4 

Fig. 4.3 The set {s\, s 2 } is a siphon; the set {53,54} is a trap 

predicate provides important information about liveness: if there exists a reachable 
marking M that does not mark {si , s 2 } ~ like the one shown in the figure - then no 
marking of the set \M) enables t\ nor £ 2. This implies that the system is not live. 
The predicate M ( { s i , s 2 } ) = 0 is stable because the transitions t\ and £ 2, which 
could put a token onto s 2 and S\ respectively, need a token from S\ or s 2 to occur. 
In other words, 

* { s i , s 2 } C {s1,s2}' 
Sets of places satisfying this property are called siphons. 

Definition 4.8 Siphons, proper siphons 
A set R of places of a net is a siphon if 'R C R*. A siphon is called proper if it 
is not the empty set. 

Proposition 4.9 Unmarked siphons remain unmarked 
If R is a siphon then the set of markings M satisfying M(R) = 0 is stable. 

Proof: 
Follows easily from the definition. • 

The following propositions state two connections between siphons and the behaviour 
of a system. 

Proposition 4.10 Live systems have no unmarked proper siphons 
Every proper siphon of a live system is initially marked (marked at the initial 
marking). 

Proof: 
Let R be a proper siphon and let s G R. Since liveness implies place-liveness 
(Proposition 2.17), s is marked at some reachable marking, and therefore so is R. 
By Proposition 4.9, R was never unmarked before. In particular, the initial marking 
marks R. • 
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Proposition 4.11 Deadlocked systems have an unmarked proper siphon 

Let (A, Mo) be a deadlocked system, i.e., M 0 is a dead marking of N. Then the 
set R of places of N unmarked at M 0 is a proper siphon. 

Proof: 
Since M 0 is a dead marking, every transition has an unmarked input place at Mo, and 
therefore R* contains every transition of the net. In particular, we have *R C R". 
Hence R is a siphon. Since the net has at least one transition by the definition of a 
system, R is not the empty set. • 

The last proposition shows that if all proper siphons of a system are marked at 
every reachable marking, then the system is deadlock-free. This property of proper 
siphons can be enforced using the notion of a trap, which is defined next. 
Consider again the system of Figure 4.3. We have: 

( M ( { « 3 ) s4}) > 0 A M — L ) = > L ( { s 3 , s 4 } ) > 0 

So the predicate M ( { s 3 , s 4 } ) > 0 is stable. The reason is that the transitions t4 

and t5, which remove tokens from s3 or s 4 , return tokens to s 4 or s 3 respectively. In 
other words, 

{ s 3 , s 4 } ' C * { s 3 , s 4 } 

Sets of places satisfying this property are called traps. 

Definition 4.12 Traps, proper traps 

A set R of places of a net is a trap if R* C 'R. A trap is called proper if it is not 
the empty set. 

Proposition 4.13 Marked traps remain marked 

If R is a trap then the set of markings M satisfying M(R) > 0 is stable. 

Proof: 
Follows easily from the definition. • 

In order to prevent a siphon from becoming unmarked, it suffices to guarantee that 
it includes an initially marked trap - a trap marked at the initial marking. Since 
such a trap remains marked, the siphon does too. 
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Propos i t ion 4.14 A sufficient condition for deadlock-freedom 

If every proper siphon of a system includes an initially marked trap, then the 
system is deadlock-free. 

Proof : 
Assume that some reachable marking M is dead. By Proposition 4.11, the set of 
places which are not marked at M, say R, is a proper siphon. Since R is not marked 
at M, it includes no trap marked at M. Since marked traps remain marked, R does 
not include any initially marked trap. • 

We finish this section with some important structural properties of siphons and 
traps. 

Propos i t ion 4.15 Structural properties of siphons and traps 

(1) The union of siphons (traps) is a siphon (trap). 
(2) Every siphon includes a unique maximal trap with respect to set inclusion 

(which may be empty). 

(3) A siphon includes a marked trap iff its maximal trap is marked. 

Proof : 
(1) follows immediately from the definitions of siphons and traps. (2) and (3) are 
consequences of (1). • 

4.3 Commoner's Theorem 
In the previous section we have obtained properties of siphons and traps valid for any 
system. In particular, Proposition 4.14 gives a sufficient condition for a system to 
be deadlock-free. In this section we prove a result, known as Commoner's Theorem, 
which shows that this condition becomes more interesting for free-choice systems: 

A free-choice system is live if and only if every proper siphon includes 
an initially marked trap. 

We shall prove the ' i f and 'only i f directions separately. For the proof of the ' i f 
direction we first introduce the notions of dead transition and dead place, and briefly 
discuss their properties. Then, we obtain some preliminary results, among them the 
fact that liveness and place-liveness coincide for free-choice systems. 
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Definition 4.16 Dead nodes 

A transition of a net is dead at a marking M if it is not enabled at any marking 
reachable from M. A place of a net is dead at a marking M if it is not marked 
at any marking reachable from M. 

Proposition 4.17 Elementary properties of dead nodes 

(1) If a system is not live, then a transition is dead at some reachable marking. 
If a system is not place-live, then a place is dead at some reachable marking. 

(2) If a node is dead at a marking M, then it remains dead at any marking 
reachable from M. In other words, if M ——> L, then the set of nodes dead 
at M is included in the set of nodes dead at L. 

(3) Every transition in the pre-set or post-set of a dead place is also dead. 

(4) In a free-choice system, if an output transition of a place s is dead at a 
marking M, then every output transition of s is dead at M. 

Proof: 
(1), (2) and (3) follow easily from the definitions. To prove (4), recall that, by the 
fundamental property of free-choice nets, a marking enables some output transition 
of a place iff it enables all its output transitions. • 

Fig. 4.4 A system that is place-live but not live 

A consequence of Part (3) of this proposition is that the existence of dead places in 
a system implies the existence of dead transitions. The converse does not hold in 
general: in Figure 4.4, the transition at the center of the net is dead at the initial 
marking, but no place is dead at any reachable marking. The following lemma states 
that dead places and dead transitions are more tightly related in free-choice systems. 
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Lemma 4.18 
If a transition £ of a free-choice net is dead at a marking M, then some input 
place of t is dead at some marking reachable from M. 

Proof: 
We prove the contraposition: if no input place of t is dead at any marking reachable 
from M, then t is not dead at M. 
Let ' t = {si,..., sn} be the pre-set of t. By Proposition 4.2(2), all the places o f ' t 
have the same set of output transitions. 
Since no input place of t is dead at any marking reachable from M, there exists an 
occurrence sequence 

M^MX...M„_i Mn 

such that Mi(si) > 0 for 1 < i < n. 
If this sequence contains a transition of the cluster [t], say u, then some intermediate 
marking of the occurrence sequence enables u. Since t and u belong to the same 
cluster, the same marking enables t (fundamental property of free-choice systems). 
Then t is not dead at M. 
If this sequence does not contain any transition of the cluster [t], then the number 
of tokens in the places of *t does not decrease during its execution. Therefore, we 
have Mn(si) > 0 for 1 < i < n. Then Mn enables t, and so t is not dead at M. • 

An easy consequence of this lemma is that the converse of Proposition 2.17 (liveness 
implies place-liveness) holds for free-choice systems. 

Proposition 4.19 Place-liveness and liveness coincide in free-choice systems 

A free-choice system is live iff it is place-live. 

Proof: 
A live free-choice system is place-live by Proposition 2.17. To prove the converse, 
observe that a non-live free-choice system has a reachable marking M and a tran­
sition t such that t is dead at M. By the previous lemma, some input place of t is 
dead at some marking reachable from M. So the system is not place-live. • 

Lemma 4.20 
Every non-live free-choice system has a proper siphon R and a reachable marking 
M such that R is unmarked at M. 

Proof: 
Since, by Proposition 4.19, place-liveness and liveness coincide for free-choice sys­
tems, a non-live system is not place-live either. Therefore, some place s is dead at 
some reachable marking L. 
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Let M G [L] be a marking such that every place not dead at M is not dead at any 
marking of [M). Such a marking exists, because dead places remain dead (so the 
set of dead places can only increase when transitions occur), and the set of places is 
finite. It follows that all markings of [M) have the same set of dead places, say R. 
We claim that R is a proper siphon, and that R is unmarked at M. We first prove 
the following three claims: 

The place s is dead at L. Since dead places remain dead, s is dead at M. So 
s G R. 

(ii) 'R contains only transitions dead at M. 

Let s G R. Then s is dead at M. So every transition i n ' s is dead at M. 

(iii) Every transition t dead at M has an input place in R. 

By Lemma 4.18, some place s G 't is dead at a marking reachable from M. 
By the definition of M, this place is already dead at M, and therefore in R. 

R is a siphon by (ii) and (iii). R is unmarked at M because, by the definition of 
dead places, every place dead at M is in particular unmarked at M. • 

The ' i f direction of Commoner's Theorem is now easy to prove: 

Theorem 4.21 ' / / ' direction of Commoner's Theorem 

If every proper siphon of a free-choice system includes an initially marked trap, 
then the system is live. 

By Lemma 4.20, a non-live free-choice system contains a proper siphon R such that 
M{R) = 0 for some reachable marking M. So every trap included in R is unmarked 
at M. Since marked traps remain marked, every trap included in R is initially 

The proof of the 'only i f direction of Commoner's Theorem is more involved. It is 
organized as follows. First, we introduce allocations, a proof technique which plays 
an important role in this book, and prove the Allocation Lemma, which states a 
general property of allocations in free-choice systems. Then, we consider a particular 
class of allocations, called circuit-free, and prove the Circuit-free Allocation Lemma. 
Finally, we use these results to prove the 'only i f direction of Commoner's Theorem. 

(i) 

Proof: 

unmarked. • 
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ti 

Fig. 4.5 Illustration of an allocation 

Definition 4.22 Allocations, total allocations 

Let C be a set of clusters of a net TV = (5, T, F) such that every cluster of C 
contains at least one transition. An allocation is a function a: C —> T satisfying 
a(c) G c for every c G C. 

A transition t is said to be allocated by a (or a-allocated) if t = a(c) for some 
cluster c. 
The set of transitions allocated by a is denoted by a(C). 

If C is the set of all clusters of TV which contain at least one transition, then a is 
called total. 

An allocation specifies a strategy to resolve conflicts between the transitions of a 
cluster. Let c be a cluster in the domain of an allocation a, and assume that a 
transition of c is enabled at a marking. The free-choice property implies that all the 
transitions of c are enabled at this marking, and are therefore in conflict with each 
other. The allocation a specifies the strategy in which only the transition a(c) is 
allowed to occur. 
Figure 4.5 shows a graphical representation of the allocation a: C —> T given by 

C = {{si, ti, t2}, {s2, s4, t3, t5}} 
a ( { s i , * i , * 2 } ) = t2 

OT({S2, s4,t3,t5}) = t5 

The places contained in the clusters of C are shaded, as well as the allocated tran­
sitions. 
An allocation of a set of clusters C defines a set of paths, formed by places of clusters 
of C and allocated transitions. For the allocation a given above, these paths are 
S\ t2 s2 £5 and s4 t5. The occurrence sequences that resolve conflicts according to 
the strategy specified by a make tokens flow along these paths. We say that these 
occurrence sequences agree with a. 
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Definition 4.23 SEQUENCES THAT AGREE WITH AN ALLOCATION 

A sequence A of transitions agrees with an allocation A: C —> T if it contains no 
transition T satisfying [T] G C and £ ̂  A(C). 

Let a be an allocation of a live free-choice system having a nonempty domain. 
Then, from any reachable marking it is possible to find an occurrence sequence 
which enables an allocated transition, and lets it occur. By concatenating infinitely 
many of these sequences, we get infinite occurrence sequences which agree with A, 
and in which allocated transitions occur infinitely often. 

Lemma 4.24 ALLOCATION LEMMA 

Let A be an allocation of a live free-choice system having a nonempty domain C. 
Then the initial marking enables an infinite occurrence sequence A such that 

(1) A agrees with A, and 

(2) CR\A(C) is infinite. 

Proof: 
We define inductively sequences cr0, <7i, 0 2 , . . . such that Mj -^U Mi+l, where Mo is 
the initial marking of the system. 
Given Mj, let TJ be a minimal sequence such that Mj — L T and Lj enables some 
transition U allocated by A. Define CTJ = TJ £J. Since the system is live and C 7̂  0, 
there is at least one a-allocated transition. So CJ exists for every I G 7/V. 
By the free-choice property, a transition of a cluster c G C is enabled at a marking 
M if and only if the allocated transition A(C) is enabled at M . Since 7} is minimal, 
it contains no transition allocated by A. The transition U is allocated. So, CTJ agrees 
with A. 

Define A as the infinite sequence O~\A-IAJ,.... This sequence O agrees with a, because 
every o-J agrees with A. Moreover, c| a(c) is infinite, because every <TJ contains a 
transition of A(C). • 

Figure 4.6 shows an allocation of a set of clusters C. The places contained in the 
clusters of C are represented by shaded circles, and the allocated transitions by 
shaded boxes. For this allocation, take A = (£2 £3 £6 *4 H)" (with the notions of the 
above proof, we have e.g. AO = £2, <J\ — £3, ^1 = T&, 0 3 = £4 £1 £2, .. •)• 

Our goal is to prove that in a live free-choice system every siphon includes an initially 
marked trap. We first outline the proof in an informal way. 
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t3 

Fig. 4.6 Illustration of Lemma 4.24 

Let R be a siphon which is not a trap and let Q be the maximal trap included 
in R. The proof will show that Q is initially marked. For that, it constructs an 
allocation a and an infinite occurrence sequence a enjoying properties (1) and (2) 
of the Allocation Lemma, and additionally the following two conditions: 

(3) a continuously 'pumps' tokens out of the set D = R \ Q (D stands for 'differ­
ence'). 

In order to understand what this means, consider again the system of Figure 
4.6, with the allocation given there. The system is live, and its set of places is 
a siphon R. The maximal trap included in R is Q = {s\, S 4 } . We take again 
o = (*2 £3 6̂ U tiY• This sequence makes tokens flow along the paths defined 
by the allocation and, in this way, it pumps tokens out of D = {s2, S3, S 5 } . 

(4) Q cannot become marked by the occurrence of a transition of a. 

To ensure this property, every transition of *Q which occurs in a belongs to 
Q'. In our example, this means that a does not contain the transition t5. 

The sequence a makes tokens flow continuously along the paths defined by a. There­
fore, a must also contain a transition that does not belong to these paths but puts 
tokens in their places. The proof shows that these transitions belong to Q'. 
In our example, s2 t2 S5 t6 is one of the paths defined by the allocation. Since t2 

occurs infinitely often in a, so does the transition t\. This transition is an output 
transition of the maximal trap {s i , s 4 } . 
Since a contains a transition of Q', the trap Q is marked at some point during the 
occurrence of cr. Then, Q must be initially marked because of (4), which is the result 
we are after. 
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In order to pump tokens out of D, the net cannot contain a circuit containing only 
places of D and allocated transitions, because the tokens contained in such circuits 
are not extracted. The purpose of the next definition and lemma is to prove that 
there exists an allocation satisfying this property. 

Definition 4.25 Circuit-free allocations 

Let R be a set of places of a net. Define C = {[t] \ t £ R'} (C is the set of 
all clusters containing at least one place of R and at least one transition). An 
allocation with domain C is circuit-free for R if no circuit of the net contains only 
places of R and allocated transitions. 

The allocation shown in Figure 4.6 is circuit-free. With the graphical conventions 
used in the figure, an allocation is circuit-free if no circuit contains only shaded 
nodes. 
The following lemma shows that there exists a circuit-free allocation for the set D. 
Moreover, no allocated transition belongs to 'Q. Note that the lemma holds for 
arbitrary sets of places, not only for siphons. 

L e m m a 4.26 Circuit-free Allocation Lemma 

Let N be a free-choice net, let R be a set of places of N, and let Q be the 
maximal trap included in R (which can be the empty set). Let D — R\Q, 
and let C = {[*] | t G D'}. Then there exists an allocation a with domain C, 
circuit-free for D, such that a(C) n *Q = 0. 

Proof: 
The proof is by induction on \R\. 
Base. \R\ = 0. Take a as the unique allocation with empty domain. 
Step. \R\ > 0. 
We can assume that R is not a trap since otherwise D = 0, and we can take a as 
the unique allocation with empty domain. 
Since R is not a trap, there exists a transition t G R* such that t G' 'R. Define 
R' — R \'t. Since t G R* we have R' C R. Therefore, we can apply the induction 
hypothesis to R'. 
Let Q' be the maximal trap included in R'. Let D' = R'\Q' and C = {[u] \ u G D"}. 
By the induction hypothesis there exists an allocation a': C —• T, circuit-free for 
D', such that a'(C) D *Q' = 0 (where T is the set of transitions of N). 
Define a: C —» T as follows: 
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First we have to show that a is well-defined. For that we prove in three steps 
that every cluster of C except [t] is contained in the domain of a', or, equivalently, 
C ECU {[*]}. 

(i) Q' = Q. 

We have to show that Q is the maximal trap included in R'. Since Q is a 
trap and Q C R, we have Q' C 'Q C Since £ ^ 'R, we have £ ^ Q'. In 
other words, no place in *t belongs to Q. Therefore, Q C i?'. Since Q is the 
maximal trap included in R, Q is also the maximal trap included in R'. 

(ii) DCD'U *£. 

D = i 2 \ Q 
C (Ti'U'Oyg (definition of i?') 
C ( i ? ' \ Q ) U ' £ 
= (R'\Q')U't (i) 
= D ' U V (definition of D') 

C = {[u] | u E D'} (definition of C) 
C {[«] | ue D"U (•£)•} (ii) 
= {[u]\ueD"}U[t] (('£)• C {[£]}) 
- C"U{[£]} (definition of C ) 

We now prove that a is circuit-free for t and a(C) Pi *Q = 0. 

(iv) a (C ) C a'(C') U {£}. 

a (C) C a(C"U {[£]}) (iii) 
= a ( ( C \ {[*]}) U {[£]}) 
= a ( C ' \ {[£]}) U «([£]) 
= a (C"\ {[£]}) U{£} (definition of a) 
= a'(C'\ {[£]}) U{£} (definition of a') 
C a ' ( C ' ) u { £ } 

(v) a is circuit-free for D. 

Assume there exists a circuit 7 contained in D U a(C). By (ii) and (iv), we 
have 

D U a(C) C D' U a'(C) U {£} U *£ 
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By the induction hypothesis, D' U a'(C) contains no circuits. So 7 contains 
an element of {t} U *t. Since {£} U ' t C [t], 7 contains a transition of [t]. Since 
7 only contains allocated transitions, it contains t. 

All places appearing in 7 are contained in R by the definition of 7 and because 
D C R. Since £ ^ 7 contains no place in F, in contradiction to the 
assumption that 7 is a circuit. 

(vi) a(C) n *Q = 0. 

a ( C ) n ' Q C (a'(C') U {£}) n *Q (iv) 
= (a ' (C') n «Q) U ({£} n *Q) 
= 0 U ({£} n *<2) (induction hypothesis and (i)) 
= 0 {tfRand'QC'R) 

• 

Theorem 4.27 'On/y « / ' direction of Commoner's Theorem 

Every proper siphon of a live free-choice system includes an initially marked trap. 

Proof: 
Let (N, Mo) be a live free-choice system. Let R be a proper siphon of TV and let 
Q be the maximal trap included in R. We prove that Q is initially marked, i.e., 
M0(Q) > 0. 
Since (TV, M 0 ) is live, we have M0(R) > 0 by Proposition 4.10. Define D = R\Q. 

If D* = 0, then D is a trap included in By the maximality of Q, we have D C Q. 
By the definition of D, we have D = 0. So Q = i? and M0(Q) = M 0 ( i2) > 0. 
Now we consider the case D* ^ 0. Define C = {[£] | £ G £>*}. By Lemma 4.26, there 
exists an allocation a with domain C, circuit-free for D, satisfying 

(a) a(C) n *Q = 0. 

The Allocation Lemma (Lemma 4.24) can be applied to a. So there exists an infinite 
occurrence sequence Mo -^-> satisfying 

(b) <7 agrees with a, which implies ^4(cr) n D ' C a(C) by the definition of C, and 

(c) c| a(c) i s infinite. 

Loosely speaking, the sequence a "pumps" tokens out of the set D. 
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We prove the following: 

(i) A(a)n'QCQ'. 
(Q cannot become marked during the occurrence of a) 

We have 

A(a)D'Q C A(a) n *R (Q 
A(a) n R* (R 
A(a) n (Q* U D') (R 
(A(o-) n Q') U a(C) (b) 

(Q C 72) 
(77 is a siphon) (R = Q\JD) C 

c 

By (a), (A(a) n *Q) n a (C) = 0. So .4(a) n 'Q C .4(a) f l Q ' C Q». 

(ii) A transition of Q* occurs in cr. 

(Q is marked at some point during the occurrence of a) 

Define the relation < C a(C) x a(C) as follows: 

t < if if there exists a path t.. .if containing only nodes of D U a(C). 

We have t <] tf if t precedes t' in some path defined by the allocation a. The 
circuit-freeness of a implies that < is a partial order. 

By (c), the set of a-allocated transitions that occur infinitely often in a is 
nonempty. Let u be a minimal transition of this set with respect to <], and 
let s be a place of 'u f~l D (such a place s exists by the definition of C). Since 
u occurs infinitely often in a, some transition v €'s occurs infinitely often in 
a. We have 

By the minimality of u, v a(C). By (b), v $ D*. So v £ Q'. 

By (i) and (ii), a can be split in the following way: a — o\ t CT2 with t £ Q' and 
A[px) n (*Q U Qf) = 0. Let M0 -^-» M. Then M0(Q) = M(Q). Since M enables 
£ £ Q*, M(Q) > 0. So we also have MQ(Q) > 0, and therefore Q is an initially 

v £ 
C 
C 

•D (v £ *s and s £ D) •R (D C 72) 
i?* (i? is a siphon) Q'UD' (R = Ql)D) 

marked trap. • 
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4.4 The non-liveness problem is NP-complete 

Commoner's Theorem leads to the following nondeterministic algorithm for deciding 
if a free choice system is not live: 

(1) guess a set of places R; 

(2) check if R is a siphon; 

(3) if R is a siphon, compute the maximal trap Q included in R; 

(4) if M0(Q) — 0, then answer "non-live". 

Steps (2) and (4) can be performed in polynomial time in the size of the system. 
Exercise 4.5 gives an algorithm for step (3); the reader can prove its correctness and 
show that its complexity is polynomial as well. It follows from these results that the 
non-liveness problem for free-choice systems is in NP. 

The obvious corresponding deterministic algorithm consists of an exhaustive search 
through all subsets of places. However, since the number of these subsets is 2" for 
a net with n places, the algorithm has exponential complexity. 
We now show that the non-liveness problem is NP-complete. As a consequence, no 
polynomial algorithm to decide liveness of a free-choice system exists unless P=NP. 

Theorem 4.28 Complexity of the non-liveness problem of free-choice systems 

The following problem is NP-complete: 

Given a free-choice system, to decide if it is not live. 

Proof: 
Commoner's Theorem shows that the problem is in NP. The hardness is proved by 
a reduction from the satisfiability problem for propositional formulas in conjunctive 
normal form (CNF-SAT). 
A formula co is a conjunction of clauses C\,..., Cm over variables X i , . . . , xn. A 
literal li is either a variable Xi or its negation x~l. The negation of li is denoted by 
li. A clause is a disjunction of literals. 
Let 4> be a formula. We construct a free-choice system (N, M0) in several stages, 
and show that <f> is satisfiable iff (N, M0) is not live. 
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BACK 

Fig. 4.7 The free-choice system corresponding to d> 

• For every variable XJ, define a place Ai, two transitions Xi and XJ and arcs 
(Ai, x^ and (Ai,Xi). Let A denote the set {A\,..., An}. 

• For every clause Cj, define a transition Cj. For every clause Cj and for every 
literal U appearing in Cj define a place (U,Cj), an arc leading from the tran­
sition li to the place (k, Cj), and an arc leading from (lt, Cj) to the transition 

• Define a place False and, for every clause Cj, an arc (Cj, False). Define a tran­
sition Back, an arc (False, Back) and, for every variable Xi, an arc (Back, Ai). 

• Define Mo as the marking that puts one token in all and only the places of A. 

It is easy to see that TV is a connected free-choice net, and hence (TV, M 0 ) a free-
choice system. Moreover, (TV, Mo) can be constructed in polynomial time in the 
length of 4>. Figure 4.7 shows the system obtained from the formula 

4> — (x\ V £3) A (xi VIJ V x 3 ) A (x 2 V x j ) . 

We can freely choose at every place Ai between letting the transition x̂  or xl occur. 
The occurrences of the selected transitions correspond to the choice of a truth as­
signment. After these occurrences, a transition Cj is enabled if and only if the truth 
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assignment does not satisfy the clause Cj. If Cj is enabled, then it can occur and 
put a token in the place False, which corresponds to the fact that, since the clause 
Cj is false under this assignment, the whole formula <j> is false. We now prove: 

(=>•) If </> is satisfiable, then (TV, M 0 ) is not live. 
Let / be a truth assignment satisfying 4>, and let Z i , . . . ,Z n be the literals 
mapped to true by / . Let cr/ — l\... ln. 

By the construction of (TV, M 0 ) , 07 is an occurrence sequence (in our example, 
we can take cr/ = X\ x2 £ 3 ) . Let M 0 —̂ + M. 
We show that no transition of TV is enabled at M , which proves the result. By 
the construction of (TV, Mo) and cr/, only Cj transitions can be enabled at M. 
So it suffices to prove that no transition Cj is enabled at M . 
Consider a clause Cj. Since / satisfies <f>, there exists a literal lt in Cj such 
that f(li) = true. By the definition of cr/, we have k G cr/ and li ^ a/. Since 
h $ °~f, the place (k,Cj) is not marked at M. By the construction of TV, 
(li, Cj) is an input place of Cj. So Cj is not enabled at M . 

(<$=) If (TV, M 0 ) is not live, then (f> is satisfiable. 
We start with the following observation: if a transition XI has an output place 
(xi, Cj) and xl has an output place (xl, Ck), then the set 

Q = {False, Ai, (xt, Cj), (xl, Ck)} 

is a trap. Moreover, Q is initially marked because M0(Ai) = 1. 
Now, assume that (TV, M 0 ) is not live. By Commoner's Theorem, there exists 
a proper siphon R of TV which includes no initially marked trap. By the 
construction of TV, R contains False and at least one place Ai of A. Moreover, 
R contains either no place of x* or no place of 3%; otherwise we would have 
Q C R for the initially marked trap Q defined above. 
This last property of R allows us to construct a truth assignment / satisfying 
the following for every place Ai G R: if x* fl R 7̂  0 then f(xl) = true and if 
x' n R ^ 0 then f(x{) = true. 

We show that / satisfies <p. Let Cj be an arbitrary clause of <j). Since False is 
a place of R, the set R contains some input place (k,Cj) of Cj and hence it 
also contains the place Ai, which belongs to So U fl R 7̂  0. 
By the definition of / , we have / ( / , ) = true. Since, by construction of TV, /, is 
a literal of Cj, the assignment / satisfies Cj. Finally, / satisfies </> because Cj 
was arbitrarily chosen. • 

Exercise 4.7 contains more information about other complexity results. 



4.5. Minimal siphons 83 

4.5 Minimal siphons 

The so-called minimal siphons have particularly interesting properties. 

Definition 4.29 Minimal siphons 

A siphon is minimal if it is proper and does not include any other proper siphon. 

Notice that every proper siphon includes a minimal one (which is not necessarily 
unique). 
It follows easily from Commoner's Theorem that a free-choice system is live if and 
only if every minimal siphon includes an initially marked trap. The following theo­
rem gives a characterization of minimal siphons. 

Theorem 4.30 Characterization of minimal siphons 

A nonempty set of places R of a free-choice net N is a minimal siphon iff: 

(a) every cluster c of N contains at most one place of R, and 

(b) the subnet generated by R U 'R is strongly connected. 

Proof: 
Let NR — (R, *R, FR) be the subnet generated by R U 'R. 
(=>) (a): Assume that N has a cluster c such that two distinct places s and s' of c 
belong to R. Since N is free-choice, we have s' = s'\ Then 

'{R\{s}) C 'R (R\{s}CR) 
C R' (R is a siphon) 
= (R\ {«})' (s' €R\ {s} and s" = s') 

Therefore, R \ {s} is a siphon. Moreover, it is proper because it contains s'. So R 
is not a minimal siphon. 
(=») (b): Observe first that NR is connected; otherwise, NR has two different con­
nected components, and the set of places of each of them is a proper siphon included 
in R. 
Let (x, y) be an arbitrary arc of NR. We prove in four steps that NR contains a path 
from y to x. Define 

Q = {s G R | there exists a path from s to x in NR } . 
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(i) Q + 0-

Since x is a node of NR, X G R U 

If x G i?, then x 6 Q by the definition of Q, and hence Q ^ 0. 

If x G */? then x £ i ? ' since i? is a siphon. So x G s* for some place s G i?. 
By the definition of Q, s G <5 and hence Q ^ 0. 

(ii) Q is a siphon. 

Let £ be a transition of 'Q. We show £ G <2*. Since £ G *Q, we have £ G ' s for 
some place s E Q. By the definition of Q, the subnet TVR contains a path n 
leading from s to x. Since Q Q R, and i? is a siphon, £ is an output transition 
of some place s' G R. So the path n' = s't TT leads from s' to x. Since 
i £ *Q C the path n' only contains elements of R U and is therefore a 
path of NR. Then, s' G Q by the definition of Q. Since £ G s" , we get £ G Q*. 

(iii) Q = i2. 

By (i) and (ii), Q is a proper siphon. Since Q is included in the minimal siphon 
Q, we have Q = R. 

(iv) iV f l contains a path from y to x. 

Since y is a node of NR, we have y G RWR. 

Assume y € R. Then y G Q by (iii) and, by the definition of Q, NR contains 
a path from y to x. 
Assume y G 'R. Then y G *<5 by (iii). So y G *s for some s G Q. By the 
definition of Q, there exists a path TT of TV̂  from s to x. Since s E Q C R, the 
path y 7r is contained in Â R, and leads from y to x. 

(<S=): The proof is divided into two steps. 

(i) R is a siphon. 

Let £ be a transition of 'R. By the definition of NR, £ is a node of NR. By 
(b), NR is strongly connected. Therefore, £ has at least one input place s in 
A^j. By the definition of NR, S belongs to R. So £ G R*. 

(ii) R is minimal. 

Let Q be a nonempty proper subset of R. We show that Q is not a siphon. 
Since NR is strongly connected by (b) and 0 ^ Q ^ R, there exists a path 
r t s of A/? such that s G Q and r G R\Q. By (a), r is the only place of R 
in the pre-set of £. Hence, since r $ Q and Q C R, we have t £ Q*. Since 
£ G *s C the set Q is not a siphon. • 
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4.6 Liveness and deadlock-freedom 

In this final section we prove that liveness and deadlock-freedom coincide for bounded 
and strongly connected free-choice systems. 

Theorem 4.31 Relationship between liveness and deadlock-freedom 

A bounded and strongly connected free-choice system is live iff it is deadlock-free. 

Proof: 
(=>•): Holds for arbitrary systems by Proposition 2.18. 

(<=)'• Let (N,M0) be a bounded, strongly connected and deadlock-free free-choice 
system. 
Let K be a reachable marking such that the number of transitions dead at K is 
maximal; i.e., no marking M G [Mo) has more dead transitions than K. We show 
that this number is 0. This implies that no transition can ever become dead and 
hence that the system is live. 
Since (N, Mo) is deadlock-free, some transition t is not dead at K. Since N is 
strongly connected, there exists a path of N starting at t which contains all tran­
sitions of N. We show that if u and v are two consecutive transitions of this path 
and u is not dead at K, then neither is v. This proves that no transition of N is 
dead at K. 
There exists an infinite occurrence sequence K -^-> which contains u infinitely often; 
otherwise u is dead at some marking L reachable from K, and - since dead transitions 
remain dead - L has more dead transitions than K, which contradicts the definition 
of K. Since u and v are consecutive transitions of the path, there is a place s such 
that (u, s) and (s, v) are arcs of the net. Since s is bounded, some transition v' G s* 
occurs infinitely often in a. In particular, v' is not dead at K. By the free-choice 
property, v and v' are enabled at the same markings. So v is not dead at K. • 

None of the three conditions of the theorem (boundedness, strong connectedness, 
free-choice property) can be dropped. Figure 4.3 shows this for the strong con­
nectedness condition. Exercise 4.10 asks the reader to show it for the other two 
conditions. 
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Exercises 

Exercise 4.1 

1) Show that the intersection of two stable sets of markings is stable. 

2) Which is the minimal stable set containing a given marking Ml 

3) A marking M of a net N is live (bounded) if (N,M) is live (bounded). Show 
that the set of live markings of a net is stable. Idem for the sets of bounded 
markings. 

4) Show that the set of non-live markings of a net is not necessarily stable. 

5) * Let N be a net bounded for every marking. Is the set of non-live markings of 
N stable? 

Exercise 4.2 
Transform the proof of Lemma 4.26 into an algorithm for the construction of the 
circuit-free allocation. 

si s8 

Fig. 4.8 Two free-choice systems 

Exercise 4.3 
Compute all siphons of the free-choice systems of Figure 4.8. Check if every 
siphon includes an initially marked trap. 
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Exercise 4.4 
Let (TV, Mo) be an arbitrary system. Exhibit counterexamples for the following 
conjectures: 

1) If every proper siphon of TV includes an initially marked trap at Mo, then (TV, Mo) 
is live. 

2) If (TV, Mo) is live, then every proper siphon of TV includes an initially marked 
trap. 

Exercise 4.5 
Consider the following algorithm: 

Input: A net TV = (S, T, F) and 77 C S. 
Output: Q C 77. 
Initialization: Q = R. 

begin 
while there exists s £ Q and t £ s' such that t ^ 'Q do 

Q: = Q\{s} 
endwhile 

end 

Prove that the output Q is the maximal trap included in 77. Estimate the com­
plexity of the algorithm. Transform it into an algorithm that computes the max­
imal siphon included in 77. 

Exercise 4.6 * 
Show that Commoner's Theorem implies the Liveness Theorems for S- and 
T-systems given in Chapter 3. 

Exercise 4.7 

Prove the following: 

1) Deciding if a given free-choice net is structurally live is NP-complete. 

2) Deciding if a given bounded free-choice system is deadlock-free is NP-hard. 

3) * The problem of (2) is also NP-complete. 
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Exercise 4.8 

A system (N, M0) is monotonously live if every marking M > M0 is live. 

1) Prove that live free-choice systems are monotonously live. 

2) Exhibit a live system which is not monotonously live. 

Exercise 4.9 

1) Exhibit a net having a minimal siphon R and a transition t such that | ' t n i 2 | > 2. 

2) Construct for each i € 7/V a net with at most 2i places and at least 2l minimal 
siphons. 

Exercise 4.10 

1) Exhibit a bounded, strongly connected, deadlock-free system which is not live. 

2) Exhibit a strongly connected and deadlock-free free-choice system which is not 
live. 
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and Lien in [51]. The characterization of minimal siphons in free-choice nets was 
obtained by Esparza, Best and Silva in [35], and can also be found in [34]. Barkaoui 
and Lemaire give a characterization of minimal siphons for arbitrary nets in [2]. 
Hillen proved Theorem 4.31 in [45]. 

The algorithm of Exercise 4.5 is due to Starke [71]. The results of Parts (2) and (3) 
of Exercise 4.7 are due to Cheng, Esparza and Palsberg [14]. Exercise 4.8 is a 
well-known result, first published by Ddpp [26]. 



CHAPTER 5 

The Coverability Theorems 

Throughout the rest of the book we study the properties of live and bounded 
free-choice systems. In this chapter, we prove the S-coverability Theorem and the 
T-coverability Theorem, which state that well-formed free-choice nets can be decom­
posed in two different ways into simpler nets. Together with Commoner's Theorem, 
the Coverability Theorems are part of what can be called classical free-choice net 
theory, developed in the early seventies. 

5.1 The S-coverability Theorem 
Figure 5.1 shows a live and bounded (even 1-bounded) free-choice system that we 
shall frequently use to illustrate the results of this and the next chapters. Its under­
lying well-formed free-choice net can be decomposed into the two S-nets shown at 
the bottom of the figure. Observe that they are connected to the rest of the net only 
through transitions. We prove in this section that every well-formed free-choice net 
can be decomposed in this way 1. 

Definition 5.1 S-components 
Let TV' be the subnet of a net TV generated by a nonempty set X of nodes. TV' is 
an S-component of TV if 

• *s U s* C X for every place s of X, and 
• TV' is a strongly connected S-net. 

The two nets at the bottom of Figure 5.1 are S-components of the net at the top. 
The subnet generated by {si , t\, S3,£3, S7,£7} is not an S-component; it satisfies the 
second condition of Definition 5.1, but not the first. Neither is the subnet generated 
by all nodes (i.e., the net of Figure 5.1 itself), because it satisfies the first condition, 
but not the second. 
Observe that, by the first condition of Definition 5.1, an S-component is determined 
by its set of places, i.e., two different S-components have different sets of places. 

: In Figure 5.1 the subnets have disjoint sets of places, which in general need not be the case. 
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The following proposition contains some elementary properties of S-components. Its 
proof is left for an exercise. 

Proposition 5.2 Elementary properties of S-components 

Let Ni = (5i ,Ti, Fi) be an S-component of a net N. 

(1) For every t £ Tu \'t D Si\ = 1 = \f n Si\. 

(2) If M and Af' are markings of N such that Af' € [Af), then Af'(Si) 
(3) S\ is a minimal siphon and a minimal trap of N. 

We now introduce the notion of S-cover and net covered by S-components. 

Definition 5.3 S-covers, nets covered by S-components 

Let C be a set of S-components of a net. C is an S-cover if every place of the net 
belongs to an S-component of C. A net is covered by S-components if it has an 
S-cover. 

The two nets at the bottom of Figure 5.1 are an S-cover of the net at the top. 
The name S-cover is particularly adequate for nets in which every transition has 
some input place or some output place (notice that a net underlying a system always 
satisfies this condition). In this case, by the definition of an S-component, not only 
every place, but also every transition and every arc of a net covered by S-components 
belongs to an element of an S-cover. 
The main result we shall prove in this section is the S-coverability Theorem: 

Well-formed free-choice nets are covered by S-components. 

In the proof we make use of the properties of siphons and traps. In particular, we 
show that there exists a very tight connection between the S-components and the 
minimal siphons of well-formed free-choice nets. 

Proposition 5.4 Properties of minimal siphons in well-formed free-choice nets 

Let R be a minimal siphon of a well-formed free-choice net. Then: 

(1) R is a trap. 

(2) The subnet generated by R U 'R is an S-component. 

Proof: 
Let N be a well-formed free-choice net, and let R be a minimal siphon of N. 

= M(Si). 
• 



92 Chapter 5. The Coverability Theorems 

(1) Let Q be the maximal trap contained in R. We show Q — R, which proves that 
R is a trap. The proof is divided into five parts: 

(i) Q is a proper trap. 

Let M 0 be a marking of N such that (N, Mo) is live (Mo exists by the well-
formedness of N). By Commoner's Theorem, R contains a trap marked at 
M 0 . This trap is proper, because only proper traps can be marked, and it is 
included in Q, because Q is maximal. So Q is proper. 

(ii) For every transition t of Q', \'t C\Q\ — 1. 

Let t G Q*. Then, \'t D Q\ > 1. Since Q C R, we have |*i n Q\ < \*t D By 
the characterization of minimal siphons given in Theorem 4.30, |*£ni?| < 1. 

So \*tr\Q\ < 1. 
(iii) For every transition t of Q', \t° D Q\ > 1. 

Since Q is a trap, i G Q ' implies £ G *Q, which is equivalent to |r* fl Q\ > 1. 

(iv) For every transition t of mQ, \'t n Q| > \ f D Q\. 

Assume there exists a transition u G 'Q such that |*unQ| < |u"nQ|. Then, 
we have 

M L ==> L(Q) > M ( Q ) 

Moreover, it follows from (ii) and (iii) that for every transition t, 

M -UL = > L(Q) > M(Q) 

Let M 0 be a marking of A such that (A, M 0 ) is live. Then, for every number n 
there exists an occurrence sequence of (N, Mo) containing the transition u at 
least n times. By the two above implications, this sequence leads to a marking 
that puts at least n tokens in Q. Therefore, (N, MQ) is not bounded. Since 
Mo is an arbitrary live marking, N has no live and bounded markings, which 
contradicts its well-formedness. 

(v) Q = R. 

Let t be a transition of *Q. Then \ f D Q\ > 1 and, by (iv), \'t n Q\ > 1. So 
t e Q*. Therefore, Q is a siphon. By (i) and the minimality of R, we get 
Q = R. 
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(2) Let NR be the subnet generated by R U 'R. By the definition of S-component, 
it suffices to show: 

(i) For every place s of R, 's U s* C *R. 

For every place s of R, we have *s C 'R. To prove s* C *R, observe that 
s' C Rm, and / ? ' C *i? because, by (1), R is a trap. 

(ii) NR is an S-net. 
Let t be a transition of NR. We have to show that t has exactly one input 
place and one output place in NR. Since NR is generated by the set RWR, the 
set of places of NR is R. Therefore, it suffices to show \*t f*1 R\ = 1 = |£* D i?|. 

Since ./V^ is generated by R U 'R, we have £ G Rm, and, since i? is a trap by 
(1), we also have t € 'R. Moreover, since Q = R, (1)(ii) - (l)(iv) hold after 
substituting R for Q. So t satisfies \*t D R\ = 1 by (l)(ii). For the other 
equality, observe that 

1 < \fC\R\ (l)(iii) 
< \'tDR\ (l)(iv) 
< 1 ( ! ) (") 

(iii) NR is strongly connected. 

R is a minimal siphon and NR is the subnet generated by R U 'R. Apply the 
characterization of minimal siphons given in Theorem 4.30. • 

Recall that our goal is to prove that every place of a well-formed free-choice net is 
contained in an S-component. Using the second part of Proposition 5.4, it suffices 
to prove that every place is contained in a minimal siphon. This is done in the 
following lemma. 

Lemma 5.5 

Every place of a well-formed free-choice net is contained in a minimal siphon. 

Proof: 
Let Af be a well-formed free-choice net and let s be a place. We show that s is 
contained in a minimal siphon of N. 

file:///fC/R/


94 Chapter 5. The Coverability Theorems 

Let Aq = (Si,T\,Fi) be a maximal subnet of N (with respect to set inclusion) 
satisfying the following three properties: 

(a) s G Si, 

(b) |<Si f~l c| < 1 for every cluster c of TV, and 

(c) Aq is strongly connected. 

Since the subnet ( {s } ,0 ,0 ) satisfies (a), (b), and (c), such a maximal subnet exists. 
We prove that S\ is a minimal siphon of N by means of the characterization of 
minimal siphons given in Theorem 4.30. The first condition of the characterization 
coincides with (b), and therefore holds. We now prove the second condition, namely 
that the subnet generated by S\ U'Si is strongly connected. For that, we show that 
this subnet is in fact N\, which is strongly connected by definition. 
Since two subnets containing the same nodes coincide, it suffices to prove that SiU'Si 
is equal to Si U Ti, the set of nodes of N\. This reduces to proving *S\ = Ti, which 
we do in two steps. 

(i) Tx C 'Si. 

Let £ be a transition of T\. By (a), Aq contains at least the place s. Since Aq 
is strongly connected, it contains a path from £ to s. Since all the places of 
this path belong to Si, we have £ G 'S\. 

(ii) 'Si C Ti. 

Let £ be a transition of 'Si. We show that £ belongs to Ti. N is strongly 
connected because it is well-formed (Theorem 2.25). Therefore, it contains 
a path leading from an element of Ni to the transition £. Let n = x\... xk 

be such a path (i.e., x\ G S\ U T\ and Xk = £). Assume moreover that n 
has minimal length (no shorter path leads from an element of Aq to £). Let 
A 2 = (52,T 2,F2) be the subnet of N generated by the union of Si, Ti, and 
the nodes appearing in n. We show that A 2 satisfies conditions (a) to (c). We 
are then finished, because, by the maximality of N\, we have Aq = A 2 , which 
implies in particular that £ belongs to 7\. 

Af2 satisfies condition (a) because s G S\ and Si C 5 2 . 

To prove that A 2 satisfies (c), observe that Ni is strongly connected by defini­
tion, and that the addition of IT does not spoil this property because Xi G SiUT], 
and, since Xk = t, we also have Xk G 'Si. So A 2 is strongly connected. 
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We prove indirectly that N% satisfies (b). Assume that there exists a cluster c 
such that |52 fl c| > 2, and let S i , s2 be two different places of S2 n c. By the 
free-choice property, we have s* = s*. Since Ni contains at most one place of 
a cluster, at least one of the places S i and s2 does not belong to Si. Consider 
two cases: 

Case 1. Neither S i nor s2 belong to Si. 

Then they both appear in the path TT. Assume without loss of generality that 
S i = Xi and s2 = Xj, where 1 < i < j < k (j = k is impossible because Xk = t 
and £ is a transition). Since Xi and Xj are places that belong to the same cluster, 
they have the same post-sets, and therefore Xj+i € x*. So Xi... X{ Xj+1... Xk 
is a path of N, shorter than w, which leads from a node of Ni to t. This 
contradicts the minimality of TT. 

Case 2. Exactly one of Si and s2 belongs to Si. 

Assume without loss of generality that si € Si and s2 £ S\. Then s2 appears 
in TT, and hence s2 = for some 1 < i < k. We have 1 < i because Xi £ Si, 
and i < k because Xk = t is a transition. Since x , + 1 € s2 and s* = s^, the path 
S i X j + i . . . Xk is contained in N, leads from a node of N\ to t, and is shorter 
than TT. This contradicts the minimality of TT. 

Since we reach a contradiction in both cases, N2 satisfies condition (b). • 

Theorem 5.6 S-coverability Theorem 

Well-formed free-choice nets are covered by S-components. 

Proof: 
Let s be a place of a well-formed free-choice net. By Lemma 5.5, some minimal 
siphon R contains s. By Proposition 5.4(2), the subnet generated by R U *R is an 
S-component. This S-component contains s, which proves the result. • 

5.2 Derived results 

In this section, we show some consequences of Proposition 5.4 and the S-coverability 
Theorem. We will make use of the following proposition, which shows that the 
characteristic function of the places of an S-component is a semi-positive S-invariant. 
On this occasion, we also prove that this S-invariant is minimal. 
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Proposition 5.7 S-components induce minimal S-invariants 

Let Ni — (S\,Ti,Fi) be an S-component of a net N. Then X[Si] is a minimal 
S-invariant of TV. 

Proof: 

The proof is divided into two parts: 

(i) is a n S-invariant of N. 

Let t be an arbitrary transition of N. Then 

T,x[Si](s) = \mtnS1\ and £ X [Si](s) = |f N Sx| 
s e n set* 

By the definition of an S-invariant, we only have to prove \'t C\Si\ = \t* D S\\. 

If t $ Ti then \*t D Sx| = \ f D Si| = 0 because Ti = "Si U Si*. 

If t € Ti, then |*T N Si| = \f F~L S x| = 1 because Ni is an S-net. 

(ii) x[Si] is minimal. 

By the definition of a characteristic function, the support (X[Si]) of X[Si] is 
Si. Let I be an arbitrary semi-positive S-invariant of N satisfying {I) C Si. 
We prove (I) — S\, which implies that x[&i] is minimal. 

Let si and s2 be two arbitrary places of iVx. Since Ni is strongly connected, 
a path of Ni leads from S i to s2. Let s £ r be three consecutive nodes of this 
path, where s and r are places. We claim I(s) = I(r). 

I(s) = £ / (g) is an S-net) 
qe'tnSi 

= J2l(q) «/>CS0 
g e n 

= £ / (g) (/ is an S-invariant) 
get* 

= £ 7(g) ( ( / ) C 5 i ) 
g e t m S i 

= 7(r) (iVi is an S-net) 

By repeated application of the claim, we get 7(si) = 7(s2)- Since S\ and s 2 

are two arbitrary places of Si, we have either (7) = Si or (7) = 0. Since 7 is 
semi-positive, its support is nonempty, and so (7) = Si. • 
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We say that an S-component is marked at a marking M if at least one of its places 
is marked at M. With the help of Proposition 5.7, we prove the following results: 

Theorem 5.8 Consequences of the S-coverability Theorem 

Let Af be a well-formed free-choice net. 

(1) N has a positive S-invariant. 

(2) Every system (Af, M) is bounded. 

(3) A system (Af, M) is live iff every S-component of N is marked at M. 

Proof: 

(1) Let {A^i, 7V2, • • •, Nk} be an S-cover of TV, and let Si be the set of places of 
Ni for 1 < i < k. By Proposition 5.7, every characteristic function x[&i] 
is a semi-positive S-invariant of N. Define I = x[Si] + x[<%] + ' ' ' + x[Sk\-
Since S-invariants are closed under sum, I is an S-invariant. Moreover, we 
have I(s) > 1 for every place s, because every place of Af is contained in an 
S-component of the S-cover. So I is positive. 

(2) Follows from (1) (Theorem 2.31). 

(3) (=£•): By Proposition 5.2(3), the set of places of an S-component is a proper 
siphon. By Commoner's Theorem, this siphon contains a trap marked at M 
and is thus marked itself. 

(<*=): Let 77 be a minimal siphon of Af. By Proposition 5.4, R is a trap, and 
also the set of places of an S-component of N. Since all S-components are 
marked at M, the siphon 77 contains a trap marked at M, namely 7? itself. By 
Commoner's Theorem, the system (TV, M) is live. • 

None of the three parts of this theorem holds if Af is well-formed, but not a free-
choice net (see Exercise 5.4). 
We now study the place bounds of live and bounded free-choice systems. The results 
turn out to be completely analogous to those obtained in Chapter 3 on the place 
bounds of live T-systems. The role played by circuits in the case of T-systems is 
now played by S-components. 
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Theorem 5.9 Place bounds in live and bounded free-choice systems 

Let s be a place of a live and bounded free-choice system (N, M0). The bound of 
s is equal to 

min{Mo(5i) | (Si ,Ti , iq) is an S-component of N containing s}. 

Proof: 

The proof of this theorem is almost identical to the proof of of Corollary 3.19(2). 
Let M be a reachable marking such that M(s) is equal to the bound of s. For 
every S-component (Si,Ti, iq ) , we have M(s) < M(Si) and, by Proposition 5.2(2), 
M(Si) = M 0 (S i ) . It remains to prove that M(s) — M(S\) holds for some S-
component (Si, Ti, Fi). 

Define the marking L of N as follows: 

We claim that (N, L) is not live. Assume the contrary. 

Then, since liveness implies place-liveness (Proposition 2.17), there exists an occur­
rence sequence L -^-» U such that L'(s) > 0. Since M > L, the sequence a is 
also enabled at M (Monotonicity Lemma). Let M M'. Since L(s) = 0 we have 
M'(s) — L'(s) + M(s) > M(s), which contradicts the assumption that M(s) is equal 
to the bound of s. This finishes the proof of the claim. 

Since (A, L) is not live but N is well-formed, some S-component N\ is unmarked at 
L (Theorem 5.8(3)). Since (A, M) is live, Aq is marked at M. As L and M only 
differ in the place s, the S-component Aq contains s. Moreover, s is the only place 
of Aq marked at M, and therefore M(Si) = M(s). • 

This theorem implies that the live and 1-bounded free-choice systems are those which 
are live and bounded, and, moreover, can be covered by S-components containing 
exactly one token. These S-components can be seen as finite automata: the places 
are the states, and the place which holds the token is the initial state. 

Finally, we show that every well-formed free-choice net has a live and 1-bounded 
marking. This result is analogous to Genrich's Theorem for T-systems (Theo­
rem 3.20). 
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Theorem 5.10 Well-formed free-choice nets have live and 1-bounded markings 

Let Af be a well-formed free-choice net. There exists a marking MQ of Af such 
that (Af, MQ) is a live and 1-bounded system. 

Proof: 
Throughout this proof, we use Af! as a variable ranging over S-components, and Si 
as the set of places of N\. 

Since Af is well-formed, there exists a marking M such that the system (Af, M) 
is live and bounded. If (N, M) is 1-bounded, we are done. So assume that it is 
not 1-bounded. We construct another marking L such that (Af, L) is also live and 
bounded, and satisfies the following two conditions: 

- for every S-component Afi, L(S\) < M(Si ) , and 

- for some S-component N\, L(S\) < M(S\) . 

An exhaustive application of this construction yields a live and 1-bounded system. 
To construct L, let s be a place which is not 1-bounded in (N,M). Then, there 
exists a marking M' reachable from M satisfying M'(s) > 2. Let L be the marking 
that coincides with M' everywhere except in s, where it puts only one token. 
Since (Af, M) is live, (Af, M1) is live. So every S-component of Af is marked at M', 
and, by the construction of L, every S-component of Af is marked at L. Therefore 
(Af, L) is live. By Theorem 5.8(2), (Af, L) is also bounded. 
By Proposition 5.2(2), we have M(Si) = M'(Si) for every S-component A^. By the 
construction of L, we also have L(Si) < M'(Si) . Moreover, if an S-component Ni 
contains s (and some S-component does, because Af is covered by S-components), 
then L(Si) < M'(Sj ) . • 

5.3 The T-coverability Theorem 

Figure 5.2 shows the live and bounded free-choice system of Figure 5.1, together 
with a decomposition of its underlying net into strongly connected T-nets. Observe 
that the T-nets are connected to the rest of the net only through places. We show 
in this section that all well-formed free-choice nets can be decomposed in this way. 
We introduce the definitions of T-component and T-cover. They are obtained from 
the definitions of S-component and S-cover by interchanging places and transitions. 
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Fig. 5.2 A live and bounded free-choice system and its decomposition into T-components 
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Definition 5.11 T-components 

Let N' be the subnet of a net N generated by a nonempty set X of nodes. N' is 
a T-component of TV if: 

• ' f U t ' C I for every transition t of X, and 

• TV' is a strongly connected T-net. 

As we did for S-components, we state some elementary properties of T-components, 
whose proofs are left for exercises. 

Proposition 5.12 Elementary properties of T-components 

Let A7! = (Si, Ti, Fi) be a T-component of a net N. 

(1) For every place s oi Nu \'s (1 Ti| = 1 = |s* l~l Ti|. 

(2) Let Af0 be a marking of AF, and let <r be a sequence of transitions of Ti. 
Then, M0 M in AF iff M0\SL Af | 5 l in Â . • 

Loosely speaking, part (2) of this proposition states that the behaviour of a 
T-component is not restricted by the rest of the system. 

Definition 5.13 T-covers, nets covered by T-components 

Let C be a set of T-components of a net. C is a T-cover if every transition of the 
net belongs to a T-component of C. A net is covered by T-components if it has 
a T-cover. 

Similarly to the case of S-covers, if every place of a net covered by T-components 
has some input transition or some output transition, then not only every transition, 
but also every place and every arc belong to some T-component of a T-cover. 
The main result of this section is the T-coverability Theorem: 

Well-formed free-choice nets are covered by T-components. 

The proof of this result is very different from that of the S-coverability Theorem. It 
starts by studying the relationship between T-components and minimal T-invariants. 
A first connection is easily derived from Proposition 5.7 by interchanging the role 
of places and transitions. 



102 Chapter 5. The Coverability Theorems 

Proposition 5.14 T-components induce minimal T-invariants 

Let Ni = (S\,T\,F\) be a T-component of a net TV. Then xPi] is a minimal 
T-invariant of TV. • 

We prove that for well-formed free-choice nets a sort of converse of this proposition 
also holds: given a minimal T-invariant J, the subnet generated by "(J) U (J) U (J)* 
is a T-component. Let us first see an example. The vectors 

Ji = (1,0,1,1,0,0,1) J 2 = (0,1,0,0,1,1,1) 

are minimal T-invariants of the well-formed free-choice net of Figure 5.2. The net 
generated by *(Ji) U (Ji) U (Ji)* is the T-component on the left hand side, at the 
bottom of the figure, whereas '(J2) U (J 2) U (J2)° generates the T-component on the 
right. 
For the proof of this result we introduce so-called cyclic allocations, and prove the 
Cyclic Allocation Lemma. 

Definition 5.15 Cyclic allocations 

An allocation a is cyclic if, for every cluster c of its domain C, the set a(c)' 
contains only places of C 2 . 

The name 'cyclic allocation' is due to the fact that every infinite path which contains 
only places and allocated transitions includes a circuit. 

Lemma 5.16 Cyclic Allocation Lemma 

Let (TV, Mo) be a live and bounded free-choice system. Let a be a cyclic allocation 
r a 

of TV with a nonempty domain C. There exists an occurrence sequence Mo • 
such that: 

(i) T is finite and contains no transition of C, and 
(ii) a is infinite and contains only a-allocated transitions. 

Before proving this lemma, let us consider the example of Figure 5.3. Let C be the 
set of clusters shown in the figure by dashed rectangles and let t\, t2 and t3 be the 
allocated transitions. To verify that the Cyclic Allocation Lemma holds, we can 
choose a — (t\ t2 ta) w and r = t5. 

2 W e a b u s e l a n g u a g e , a n d s a y ' p l a c e s of C i n s t e a d of ' p l a c e s of t h e c l u s t e r s of C , a n d s i m i l a r l y 

for t r a n s i t i o n s . 
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Fig. 5.3 Illustration of the proof of the Cyclic Allocation Lemma 

Proof of Lemma 5.16: 

By the Allocation Lemma (Lemma 4.24), there exists an infinite occurrence sequence 
MQ —> which agrees with a and contains a-allocated transitions infinitely often. It 
is easy to see that there exists a finite sequence o\ and an infinite sequence a2 such 
that a' = <TI <R2, and every transition in the alphabet A(o2) occurs infinitely often 
in (72. 
Define U = A(a')\a(C) and V = A(a')r\a(C). Clearly, U and V are a partition of 
A(cr'). Notice that U contains no transitions of C, because U C A(a') and a' agrees 
with a. 

If U = 0 then a' contains only a-allocated transitions. We can then take r = e and 
a = a'. 

Assume now U ^ 0. We show that we can take r = a\\u and a = <T\\v &2\V- We 
have to prove the following four properties: 

(i) TO is an occurrence sequence enabled at Mo-

Let Mo Mi 

We claim 'UDV* = 0, which allows us to apply the Exchange Lemma (Lemma 
2.14) to both M0 -^-> M x and Mi -^->. Since a is cyclic and V contains only 
a-allocated transitions, V* contains only places of C. On the other hand, *U 
contains no places of C, because U contains no transitions of C. So *U(IV* = 0. 
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Since every transition in A(a2) occurs infinitely often in a2 and V ^ 0 by 
the definition of a', the sequence a2\v is infinite. Therefore, the applica­
tion of the Exchange Lemma to Mo — »̂ Mi (Lemma 2.14(1)) and Mi -^-> 
(Lemma 2.14(3)) yields 

(721V 

We prove Mi •, which, by the definition of r and a, completes the proof. 
We apply once more the Exchange Lemma to Mi Consider the partition 
of A(a2) given by U2 = A(a2) f~l U and V2 = A(a2) D V. 

We claim 'V^ H = 0- Assume 'V^ fl U2 contains a place s. We prove that 
s is not bounded in (N, Mo), which contradicts the hypothesis of the lemma. 

Since s G *V2 and V2 is included in V, we have s G *V. Since V contains only 
deallocated transitions, the cluster [s] belongs to C. 

Since U contains no transitions of C, it contains no transition of the cluster [s]. 
Therefore, the number of tokens of s does not decrease during the occurrence 
of <72It/- On the other hand, U2 does contain some transition t of 's because 
s G U2. So the number of tokens of s increases with each occurrence of t in 
o'ilu- By the definition of a2, the transition t occurs infinitely often in a2, and 
hence t occurs infinitely often \n a2\u- So s is not bounded, which proves the 
claim. 

The claim makes it possible to apply the Exchange Lemma to Mi -^->, using 

the sets V2 and U2. We obtain Mi • (Lemma 2.14(3)). Since cr2|y = cr2|v2 

by the definition of V2, we get Mi •. 

r is finite and contains no transition of C. 

Since r = a\\u and cq is finite, r is finite. Since U contains no transitions of 
C, neither does r. 

a is infinite. 

Follows from the definition of o and the fact that 021 v is infinite, as shown in 
the proof of (i). 

a contains only a-allocated transitions. 

Follows from A(a) C V (definition of a) and V C a(C) (definition of V). 
• 
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Theorem 5.17 Minimal T-invariants induce T-components 

Let Af be a well-formed free-choice net and let J be a minimal T-invariant of AF. 
The subnet generated by '(J) U (J) U (J)' is a T-component of AF. 

Proof: 
Let Nj be the subnet generated by '(J) U (J) U (J)*. According to the definition of 
a T-component, we first have to show for every transition t of Afj that its input and 
output places are places of Nj. This is immediate, because the set of transitions of 
Nj is (J). It remains to prove that Nj is a strongly connected T-net. We will use 
several times *{J) = (J)', which follows from the fact that minimal invariants are 
semi-positive and Proposition 2.41. 
The net Nj has (J) as set of transitions. Therefore, in order to show that it is a 
strongly connected T-net, it suffices to prove the following three properties: 

(i) For every place s of Nj, \s' D («7)| = 1. 
Since *{J) = (J)*, we have s G *{J) and therefore \s' D (J)\ > 1. We prove 
\s' PI (J)\ < 1 by means of the Cyclic Allocation Lemma. 
Let Cj be the set of clusters of N which contain transitions of (J) . Let a be 
an allocation with domain Cj, such that every a-allocated transition belongs 
to (J) . We show that a is cyclic, i.e., that for every cluster c of Cj the set 
a(c)* contains only places of Cj. Let c be a cluster of Cj. Since a(c) belongs 
to (J) , we have a(c)* C (J)V Since '(J) = (J)*, a(c)* C •(«/). So every place 
of a(c)* has an output transition in (J) , which, by the definition of Cj, implies 
that it belongs to Cj. 

By the Cyclic Allocation Lemma, there exists an occurrence sequence M0 

such that a is infinite and contains only a-allocated transitions, i.e. we have 
-4(c) C (J) . By the Reproduction Lemma (Lemma 2.39), the alphabet A(a) 
includes the support of some semi-positive T-invariant. By the minimality of 
J, this support is (J) itself, and hence (J) C A(a). So we have A(cr) = (J). 

Now, since a contains only a-allocated transitions, we have |s* D ^4(cr)| < 1 
for every place s. Since A(o~) = (J), we also have \s' D (J)| < 1. 

(ii) For every place s of Nj, \*s N (J) \ = 1. 

Let (J) = {ti, t2, • • •, tn} and let L be an arbitrary marking of AF (not necessar­
ily reachable from Mo) which enables the occurrence sequence a = t\ t2 ... tn 

(notice that, since L can be arbitrarily large, it always exists). 
Let L L'. For every place s of Af we have 

L'(s) = L(s) + \'sn(J)\-\s'n(J)\ 



106 Chapter 5. The Coverability Theorems 

We show L' = L, which implies \'s fl (J)\ = \s* fl (J)|, and, by (i), the result 
we wish to prove. 
If s does not belong to Nj, then it does not belong to *(J) or (J)*. Therefore, 
|*s f~l (J)| = 0 = |s* fl (J)|, which implies L'(s) = L(s). If s belongs to Nj, 
then it also belongs to (J)* because *(J) = (J)*. By (i), it has exactly one 
output transition in (J) . So L'(s) > L(s). 

Therefore, we have V > L. Since N is bounded for any marking by The­
orem 5.8(2), the system (N,L) is bounded. By the Boundedness Lemma 
(Lemma 2.22), L' = L. 

(iii) Nj is strongly connected. 

Let £ be a transition of Nj, and let U be the set of transitions u of Nj such that 
some path of Nj leads from u to £. We claim that U contains every transition 
Of Nj. 

Let U — {ui , U 2 , . . . , u „ } and let L be an arbitrary marking of N (not necessar­
ily reachable from M0) which enables the occurrence sequence a — u\ u2 .. • un. 
Define L' as the marking reached by the occurrence of a from L, i.e., L -^-> L'. 

Let s be an arbitrary place of Nj. By the definition of U, if the unique output 
transition of s in Nj occurs in cr, then so does the unique input transition of 
s in Nj. Therefore, the occurrence of a adds at least as many tokens to a 
place as it takes from it, i.e., L' > L. The same argument used in (ii) proves 
L' — L. By the fundamental property of T-invariants (Proposition 2.37), the 
Parikh vector of a is a semi-positive T-invariant. By the definition of a, the 
support of this T-invariant is the set U. Now, recall that the set of transitions 
of Nj is (J). Since J is a minimal T-invariant, we cannot have U C (J) , and 
therefore U = (J), which proves the claim. 
So every transition of Nj is connected to the transition £ by a path. Since £ 
was chosen arbitrarily, every two transitions of Nj are connected by a path. 
Since Nj is a T-net, any two of its nodes are connected by a path. • 

Theorem 5.18 T-coverability Theorem 

Well-formed free-choice nets are covered by T-components. 

Proof: 
Let N be a well-formed free-choice net. N has a positive T-invariant J by Theo­
rem 2.38, which is the sum of minimal T-invariants by Theorem 2.43(1). Therefore, 
every transition is contained in the support of a minimal T-invariant. By Theo­
rem 5.17, this support is the set of transitions of a T-component. So every transition 
belongs to a T-component of N. • 
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5.4 Derived results 
Although the relevance of Theorem 5.17 and the T-coverability Theorem will become 
clearer in the next chapters, we can already derive an interesting consequence. 
The transitions of the vending machine model we considered in the Introduction can 
be divided into observable and internal transitions. The observable transitions, like 
dispense candy, model actions that can be perceived outside the system, while the 
internal transitions, like r e f i l l , model actions that have no visible effect. 
A net system is divergent for a certain division of its transitions into observable 
and internal if some reachable marking enables an infinite occurrence sequence of 
internal transitions. A divergent system is not well designed, because it may engage 
in an infinite useless behaviour. Using Theorem 5.17, we characterize the divisions 
for which a given live and bounded free-choice system is divergent. 
Before we can apply Theorem 5.17, we introduce activated T-components. 

Definition 5.19 Activation of T-components 

Let A7! = (Si, Ti, Fx) be a T-component of a net N. A marking M of N activates 
Nx if the system (Ni, M\Sl) is live. 

Not every reachable marking activates a given T-component. In fact, there exist live 
and bounded free-choice systems in which no T-component at all is activated. An 
example is the initial marking of the system of Figure 5.2. However, the following 
result holds: 

Theorem 5.20 T-components can become activated 

Let /V"i be a T-component of a live and bounded free-choice system (N, Mo). Then 
there exists an occurrence sequence Mo —^ M such that M activates Nx and no 
transition of Nx occurs in r. 

Proof: 
Let Cx be the set of clusters containing transitions of Nx- Define an allocation a 
of N with domain Cx such that for every cluster c of Cx, the transition a(c) is the 
unique transition of c contained in Nx. There is at least one such transition because 
Nx is strongly connected, and there is at most one such transition because Nx is a 
T-net. 
We claim that a is a cyclic allocation. Let c be a cluster of C. Since a(c) is a 
transition of Nx, and Nx is a T-component, a(c)' is a set of places of Nx- Since 
every place of Nx has an output transition in Nx, every place of a(c)' belongs to a 
cluster of Cx, which proves the claim. 
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By the Cyclic Allocation Lemma, there exists an occurrence sequence Mo such 
that no transition of Aq occurs in r and, moreover, cr is an infinite sequence con­
taining only a-allocated transitions. We prove that M activates Aq. Since only 
transitions of Aq occur in cr, the marking M\s1 enables cr in the net Aq. The­
orem 3.17 states that a strongly connected T-system is live iff it has an infinite 
occurrence sequence. So, since Aq is strongly connected, the system (Ni,M\§1) is 
live, and therefore M activates 7\q. • 

Theorem 5.21 A characterization of divergence 

Let (A, M0) be a live and bounded free-choice system and let Tj, To be a parti­
tion of the transitions of A into internal and observable transitions, respectively. 
(A, M0) is divergent for this partition iff there exists a T-component (Si, Ti, Fi) 
of N such that Ti C Tj. 

Proof: 

(=>): Since (N,M0) is divergent, there exists a reachable marking M and an infi­
nite sequence a such that A(a) C T> and M -^->. By the Reproduction Lemma 
(Lemma 2.39), there exists a semi-positive T-invariant J oi N such that (J) C A(a). 
By the definition of minimality, some minimal T-invariant J' satisfies (J') C (J). 
By Theorem 5.17, there exists a T-component (Si, Ti, iq ) of A such that Ti = (J ' ) . 
Altogether we have 

Ti = (f) C (J) C .4(a) C Tj, 

and so Ti C T / . 

(•<=): By Theorem 5.20, some reachable marking M activates Aq, i.e., the system 
(Ai , M|sJ is live. So the marking M\sx enables some infinite sequence cr in the net 
Aq. Since Ai is a T-component, the marking M enables a in the net AT. • 

Exercises 

Exercise 5.1 
Prove Propositions 5.2 and 5.12. 
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Fig. 5.4 A net which is not well-formed 

Exercise 5.2 
Prove or disprove: 

1) A bounded free-choice system is live iff every minimal siphon is an initially 
marked trap. 

2) A live free-choice system is bounded iff every minimal siphon is an initially 
marked trap. 

Exercise 5.3 

1) A trap is minimal if it is proper and includes no smaller proper trap. Exhibit a 
live and bounded free-choice system in which not every minimal trap is a siphon. 

2) Exhibit a strongly connected net in which not every place belongs to a minimal 
siphon. 
Hint: Four nodes suffice. 

Exercise 5.4 
Prove that the net of Figure 5.4 is not well-formed. Add two arcs to transform it 
into a well-formed net (non free-choice) which does not satisfy any of the three 
properties of Theorem 5.8. 

Exercise 5.5 
Specialize the S- and T-coverability Theorems for both S- and T-systems. 
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Exercise 5.6 
Give an algorithm that accepts as input a live and bounded free-choice system 
and returns a live and 1-bounded free-choice system with the same underlying 
net. 

Exercise 5.7 * 
Exhibit a live and bounded system containing a T-component that cannot become 
activated. 
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CHAPTER 6 

The Rank Theorem 

In this chapter, we provide a result which characterizes well-formedness of free-
choice nets in a very suitable way for verification purposes. All the conditions of the 
characterization are decidable in polynomial time in the size of the net. The most 
interesting feature of the result is that it exhibits a tight relation between the well-
formedness of a free-choice net and the rank of its incidence matrix. Accordingly, it 
is known as the Rank Theorem. It will be an extremely useful lemma in the proof 
of many results of this chapter and of the next ones. 

We also provide a characterization of the live and bounded markings of a well-formed 
free-choice net. Again, the conditions of the characterization can be checked in 
polynomial time. Together with the Rank Theorem, this result yields a polynomial 
time algorithm to decide if a given free-choice system is live and bounded. 
In the last section of the chapter we use the Rank Theorem to prove the Duality 
Theorem. This result states that the class of well-formed free-choice nets is invariant 
under the transformation that interchanges places and transitions and reverses the 
arcs of the net. 

6.1 Characterizations of well-formedness 

Using the results of Chapter 4 and Chapter 5, it is easy to obtain the following 
characterization of well-formed free-choice nets. 

Proposition 6.1 A first characterization of well-formedness 

Let N be a connected free-choice net with at least one place and at least one 
transition. 

(1) TV is structurally live iff every proper siphon contains a proper trap. 

(2) N is well-formed iff it is structurally live and has a positive S-invariant. 
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Proof: 

(1) (=£•): By Commoner's Theorem, if M is a live marking of N then every proper 
siphon of N contains a trap marked at M. So, in particular, every proper 
siphon contains a proper trap. 

(<=): Let Mo be the marking that puts a token in every place of N. Clearly, 
every proper trap is marked at Mo- Since every proper siphon contains a 
proper trap by the hypothesis, every proper siphon contains a trap marked at 
Mo- By Commoner's Theorem, (TV, Mo) is a live system, which implies that 
N is structurally live. 

(2) (=>): Every well-formed net is, by definition, structurally live. The existence 
of a positive S-invariant follows from Theorem 5.8(1). 

(•£=): Let M0 be a live marking of TV. Since N has a positive S-invariant, every 
marking of N is bounded. Hence, M 0 is a live and bounded marking, and 
therefore N is well-formed. • 

Unfortunately, this proposition does not easily lead to an efficient verification algo­
rithm, because deciding if a free-choice net is structurally live is an NP-complete 
problem (Exercise 4.7). We shall prove a different characterization whose conditions 
can be checked in polynomial time. It relates the well-formedness of a free-choice 
net to the rank of its incidence matrix (i.e., the maximum number of linearly inde­
pendent rows or columns), and is called the Rank Theorem. In order to state it, we 
introduce the following notations. Given a net N, 

• Rank(N) denotes the rank of the incidence matrix of TV, and 

• CN denotes the set of clusters of TV. 

Now, the Rank Theorem looks as follows: 

A free-choice net TV is well-formed if and only if 

(a) it is connected, and has at least one place and one transition, 

(b) it has a positive S-invariant, 

(c) it has a positive T-invariant, and 

(d) Rank(N) = |CW| - 1. 

Condition (d) is called the Rank Equation in the sequel. 
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We present the proof of the Rank Theorem in a top-down style. Given two state­
ments A and B, we say that A reduces to B if B implies A. We obtain a chain of 
statements, starting with the Rank Theorem, such that each element of the chain 
reduces to its successor. Then we prove the last statement of the chain. 
For the first reduction, we have already proved a good part of the 'only i f direc­
tion in the previous chapters: a well-formed net satisfies Condition (a) by defini­
tion; by Theorem 5.8(1), every well-formed free-choice net has a positive S-invariant 
(Condition (b)); moreover, by Theorem 2.38, every well-formed net has a positive 
T-invariant (Condition (c)). 
Using these results, we can reduce the Rank Theorem to the conjunction of the two 
following statements: 

(A) A free-choice net satisfying Conditions (a) to (d) is well-formed. 

(B) Every well-formed free-choice net satisfies Condition (d). 

These two assertions are proved in the next sections. Let us first consider an ex­
ample. The net Ni on the left hand side of Figure 6.1 is known from the previous 
chapter. The following facts can be easily checked: 

(1,1,1,1,1,1,1,1) is a positive S-invariant of N\. 

(1,1,1,1,1,1,2) is a positive T-invariant of A^. 

Ni has 6 clusters, and Rank(Nj) = 5. 

Therefore, N± satisfies the conditions of the Rank Theorem, and so it should be 
well-formed. This is in fact the case, because, for instance, the marking that puts 
one token in the places st and s 2 is live and bounded. 
Consider now the net N2 on the right hand side of the figure. It is obtained 
by reversing the direction of the arcs of the net N\, and happens to be a free-
choice net.1 By the definition of incidence matrix, we obtain N 2 = — N\. Hence 
Rank(N 2) = Rank(Ni) = 5. Moreover, both nets have the same S- and T-invariants, 
and so N2 has a positive S-invariant and a positive T-invariant. However, A^ has 
only 5 clusters, one less than N\, and therefore the Rank Equation does not hold. 
According to the Rank Theorem, N2 should not be well-formed, and this is the case. 
In fact, N2 is not even structurally live: the set 

{si,s2,s4,s5,s7,ss} 

is a proper siphon of N2 that does not include any proper trap. It follows from 
Commoner's Theorem that N2 has no live markings. 

xThe net obtained from a free-choice net by reversing the arcs need not be free-choice. 
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t7 

NI N2 

Fig. 6.1 Ni is well-formed, N2 is not well-formed 

6.2 The non-well-formed case 

In this section we prove the following assertion, which implies (A). 

If a free-choice net N satisfying Conditions (a), (b) and (c) is 
not well-formed, then Rank(N) > |Cjv|-

Throughout this section, Np denotes a net satisfying Conditions (a), (b) and (c), 
i.e., Np is connected, has at least one place and one transition, and it also has a 
positive S-invariant and a positive T-invariant. 
Since Np has a positive S-invariant, all its markings are bounded. Therefore, by the 
definition of well-formedness, Np is well-formed if and only if it has a live marking, 
i.e., if and only if it is structurally live. So we can reduce (A) further to: 

If Np is not structurally live then Rank(N p ) > |Cjvp|. 

The rank of a matrix is equal to its maximum number of linearly independent 
column vectors. Therefore, for proving a lower bound on the rank of the incidence 
matrix, it suffices to find a set of transitions whose corresponding column vectors 
are linearly independent. Abusing language, we will also call the transitions of such 
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a set linearly independent. The transitions we will prove to be linearly independent 
will be those allocated by a certain allocation. Notice that an allocation whose 
domain has n clusters allocates n transitions. In particular, a total allocation of a 
strongly connected net N allocates \Cff \ transitions. Since Np is strongly connected, 
we can reduce (A) to 

If Np is not structurally live, then there exists a total allocation such that 
the set of allocated transitions is linearly independent. 

The linear independence of a set of transitions is closely related to the notion of a 
T-invariant. Assume that a set of transitions U is not linearly independent. Then, 
there exist transitions t\,..., tn G U and nonzero rational numbers a\,...,an such 
that 

These numbers are the nonzero entries of a T-invariant. The following lemma shows 
that, for the net Np, this T-invariant can be chosen semi-positive. 

L e m m a 6.2 

For every allocation of Np, either the set of allocated transitions is linearly inde­
pendent, or it contains the support of a semi-positive T-invariant. 

Let a be an allocation of Np and assume that the set of a-allocated transitions 
is not linearly independent. Then there exists a T-invariant Ja satisfying Ja ^ 0 
and Ja(t) = 0 for every transition t which is not allocated. We show that there 
exists a semi-positive T-invariant J such that its support (J) contains only allocated 
transitions. 
By the definition of a T-invariant, the entries of Ja are rational numbers. They 
can be multiplied by a suitable constant to obtain an integer-valued T-invariant; so 
we can assume without loss of generality that Ja is integer-valued. Moreover, we 
can assume that at least one entry of Ja is greater than zero; otherwise Ja can be 
multiplied by (—1). 
Let J denote the positive part of Ja, defined by 

ajti + . . . + antn = 0. 

Proof: 

otherwise 

By its definition, and since Ja has at least one positive entry by the assumption, the 
vector J is semi-positive. We show that it is a T-invariant. 
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Since Ja is integer-valued, J is also integer-valued. Hence we can find a sequence of 
transitions a such that a = J. Let M be an arbitrary marking of A which enables 
a, and let M -^-» M'. For proving that J is a T-invariant we show that M' = M. 
Let s be a place of TV and let t = ct([s\). We have t G s* because 7VP is free-choice. 
Every transition u € s*\{£} is not allocated, and therefore satisfies Ja(u) = J(u) = 0 
by the definitions of Ja and J. 
Case 1. J(t) = 0. 
Then M'(s) > M(s) because neither t nor any other transition of s* occurs in a. 
Case 2. J(t) > 0. 
By the definition of J, we have J(t) = Ja(t), and J(u) > Ja(u) for every transition 
u € *s. Since Ja is a T-invariant we get 

E J H > E J » = E J » = Ut) = Jit) 
u 6 * s uE's « € s * 

Since Af'(s) = M(s) + £ J(u) - J(t), we obtain M'(s) > M(s). 
t i € ' s 

Since s was chosen arbitrarily we get M' > M. Since Np has a positive S-invariant, 
M is a bounded marking of Np. Finally, the Boundedness Lemma (Lemma 2.22) 
implies M' = M. • 

Using this result, we further reduce (A) to: 

If Np is not structurally live, then there exists a total allocation such 
that the set of allocated transitions does not contain the support of any 
semi-positive T-invariant. 

We wish to transform this condition on semi-positive T-invariants into a condition 
on the set of all possible infinite occurrence sequences of A^, i.e., all the infinite 
occurrence sequences M —> for arbitrary markings M of Np. 

Lemma 6.3 

Let J be a semi-positive T-invariant of a net. There exists a marking M and an 
infinite occurrence sequence M such that A(a) = (J). 

Proof: 
As in the proof of the previous lemma we can assume without loss of generality that 
J is integer-valued. Then, there exists a sequence r such that f = J (and therefore 
A(r) = (J)). 
Let M be a marking that enables r. Since J is a T-invariant we have M —M. 
So M enables the infinite sequence a — ru. • 



6.2. The non-well-formed case 117 

t7 t7 

| | Allocated transitions 

Fig. 6.2 Illustration of the definition of a pointing allocation 

By this lemma, if no infinite occurrence sequence of Np contains only a-allocated 
transitions, then the set of a-allocated transitions does not contain the support of 
any semi-positive T-invariant. So we can finally reduce (A) to: 

If Np is not structurally live, then there exists a total allocation a such 
that no infinite occurrence sequence contains only a-allocated transitions. 

In the rest of this section we prove this statement by finding a suitable allocation. 

Definit ion 6.4 Allocations pointing to a set of clusters 

Let C be a set of clusters of a net N. An allocation of N points to C if for 
every place s of N there exists a path TT from s to a place of C such that all the 
transitions of TT are allocated. 2 

Figure 6.2 shows two allocations of the net Â i of Figure 6.1. Both of them have the 
same domain, namely all the clusters of the net except c = { S 3 , £ 3 } . The allocation 
on the left points to { c } . The allocation on the right does not point to { c } , because 
no path containing only allocated transitions leads from si to s 3 . Observe, however, 
that this allocation does point to the set { { s 3 , £ 3 } , {si, s2, h, t2}}. 

2 Recall that we call a place of a cluster of C simply a place of C. 
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Intuitively, an allocation that points to a set C of clusters directs the tokens towards 
clusters of C. It is easy to see that the domain of such an allocation need not 
contain any cluster of C because for every place s of C the path s itself satisfies the 
requirement of Definition 6.4. 

Lemma 6.5 Pointing Allocation Lemma 

Let C be a nonempty set of clusters of a strongly connected free-choice net N 
and let C be the set of clusters of N which do not belong to C. 

(1) There exists an allocation a with domain C that points to C. 

(2) If M is a bounded marking of N and M -^-> is an infinite occurrence se­
quence that agrees with a, then some transition of C occurs infinitely often 
in a. 

Proof: 

(1) Assume N = (S, T, F). Define the function <f>: T -» N as follows: 

4>(t) = minimum length of the paths leading from £ to a place of C 

Since N is strongly connected and C ^ 0, the function 4> is well-defined. The 
value <j)(t) can be interpreted as the minimal distance from t to the set C. 
Figure 6.3(a) shows the function (j> for an example. 

Let a: C —> T be an allocation which allocates only transitions with minimal 
distance to C. In other words, a satisfies, for every cluster c G C, 

4>{a{c)) = min{0(t) | t G c D T } 

Such an allocation a exists, because, by the strong connectedness of N, every 
cluster contains at least one transition. Figure 6.3(b) shows such an allocation. 

We prove that a points to C. Let s be an arbitrary place of S. We construct 
a path 7T = s... sf such that s' belongs to C and all the transitions of IT are 
deallocated. 
If s belongs to C, define TT = s. 

Assume that s belongs to C. We proceed by induction on <f>(a([s])). Define 
t = a([s]). We have t G s* since N is free-choice. 

Base. <f>(t) = 2. 
Then some place of t', say s', belongs to C. Define IT = st s'. 
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ELEMENTS OF THE CLUSTER C I A- ALLOCATED TRANSITIONS 

(a) (b) 

Fig. 6.3 Illustration of the proof of Lemma 6.5(1) for C = {c}. The numbers indicate 
the values of <f> 

Step. (j>{t) > 2. 

By the definition of <p there exists a path t... r of length <p(t) such that r 
belongs to C. Let q be the successor of t in this path. By the definition of a, 
we have (f>(a([q\)) < 4>{t). By the induction hypothesis, there exists a path TT' 
leading from q to a place of a cluster of C such that all the transitions of TT' 
are a-allocated. Define TT = s t TT'. 

(2) Let U be the set of transitions that occur in a infinitely often. Since a is an 
infinite sequence, U is nonempty. Let t\ be an arbitrary transition in U. 

If ti belongs to C, then we are finished. 

Assume that t\ belongs to C. Let S0 be an arbitrary input place of t\. We 
have t\ = a([so]) because a agrees with a. Since a points to C, there exists 
a path TT = soti S\t2 • • - tk Sk such that ti = a([sj_I]) for 0 < i < k — 1, and 
moreover S0) • • • > sfc-i belong to C and Sk belongs to C. 

We claim that every transition of TT belongs to U. Since ti G U, it suffices to 
show that, for an arbitrary number 1 < i < k — 1, if ti € U then also ti+i G U. 
So assume that F» G U for some index i < k — 1. Since TT is a path, ti is an 
input transition of s,. The cluster [si] is in C because i < k — 1. So [SJ] is in the 
domain of a, and ti+i = a([S;]). Since M is a bounded marking and ti G U, 
some output transition of S, also belongs to U. Since a agrees with a, the 
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transition t i + i is the only output transition of s; that occurs in a. Therefore, 
ti+i € U, and the claim is proved. 

In particular, this claim implies that the transition tk is in U. Since M is a 
bounded marking, some output transition t of Sk belongs to U as well. Since 
Sfc is a place of C, t is a transition of C. • 

We have to show that in case Np is not structurally live there is a total allocation 
a such that no infinite occurrence sequence contains only allocated transitions (or, 
since a is total, agrees with a). Roughly speaking, the allocation a will be defined 
as the union of two allocations: 

- a circuit-free allocation that 'pumps' tokens out of a siphon R, and 

- an allocation that points to the clusters containing places of R. 

By the Pointing Allocation Lemma, any infinite sequence that agrees with a contains 
transitions of the clusters of R infinitely often. We will show that, due to our choice 
of R and a, this leads to a contradiction. 

Propos i t ion 6.6 A lower bound for not structurally live nets 

If Np is not structurally live, then there exists a total allocation a such that no 
infinite occurrence sequence contains only a-allocated transitions. 

Proof: 
By Commoner's Theorem there is a proper siphon R of N which does not include 
a proper trap; otherwise any marking which marks all places and hence all proper 
traps would be live. 
Let C be the set of clusters that contain places of R. Every place in R has an 
output transition because N is strongly connected. Since the maximal trap in R is 
the empty set, we can apply Lemma 4.26 to R and get an allocation B, circuit-free 
for R, with domain C. 
By the first part of the Pointing Allocation Lemma there is an allocation 7 with 
domain C that points to C (where C is the set of clusters of N which are not in C). 
Define the total allocation a — B U 7 (i.e., a(c) — B(c) for c G C and a(c) = 7(c) 
for c G C). 
Assume that M is an infinite occurrence sequence containing only a-allocated 
transitions. Then, in particular, a agrees with a. Since 7 points to C and since 
a(C) = 7(C), the allocation a also points to C. Moreover, M is a bounded marking 
because Np has a positive S-invariant. So the second part of the Pointing Allocation 
Lemma applies to M -^->, and therefore a transition t of C occurs in a infinitely 
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often. Since a only contains a-allocated transitions, the transition t is a-allocated. 
It is also /^-allocated because a (C) = /3(C) by the definition of a. 
Define a binary relation < C (3(C) x 0(C): 

ti < t2 if there exists a path from t\ to t2 which contains only places of 
R and /?-allocated transitions. 

Since (3 is circuit-free for R, the relation <1 is a partial order. 

Let u be a /3-allocated transition that belongs to C, minimal with respect to < , 
and occurs in a infinitely often (u exists because the transition t is /^-allocated and 
occurs in a infinitely often). Since u belongs to C, some place s of [u] is contained 
in R. Moreover, since N is free-choice, s is an input place of u. Since u occurs 
infinitely often in a, some input transition v of s occurs infinitely often in cr as well. 
We now have 

i i G ' s =^ » £ *R (s € R) 
=> v G R* (R is a siphon) 
=> [v] G C (definition of C) 
=^ v G a (C ) (a agrees with a) 
=> u G (3(C) (a and /3 coincide on C) 

Then u s u is a path that contains only places of R and /3-allocated transitions. So 
v < u, which contradicts the minimality of u. • 

The net of Figure 6.1 is not structurally live. Figure 6.4 shows a total allocation 
of Af2 such that no infinite occurrence sequence contains only allocated transitions. 

6.3 The well-formed case 

In this section we prove statement (B): 

(B) If N is a well-formed free-choice net then Rank(N) = |Cjv| — 1-

As we did in the previous section, we fix a notation for a net satisfying a particular 
property: let throughout this section Nw denote a well-formed free-choice net. 
We prove Rank(N,„) > \CNw \ - 1 and Rank(N w ) < |C/vJ — 1 separately. 
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si s2 

||j allocated transitions 

Fig. 6.4 A total allocation a of N2 such that no infinite occurrence sequence agrees 
with a 

Propos i t ion 6.7 A lower bound for well-formed free-choice nets 

RankCN^) > \CNw\ - 1. 

Proof : 
It suffices to prove that Nw has |CVJ — 1 linearly independent transitions. Similarly 
to the case of (A), we do it by defining an allocation a with a domain of size | CNW | — 1, 
and proving that the set of a-allocated transitions is linearly independent. 
The net Nw has a place and a transition since it is well-formed. By Theorem 5.8(1) 
and since Nw is free-choice, it has a positive S-invariant. Moreover, by Theorem 2.38, 
it has a positive T-invariant. So we can apply Lemma 6.2 and Lemma 6.3 of the 
previous section to Nw. Using these results, it suffices to show that no infinite 
occurrence sequence of Nw contains only a-allocated transitions. 
Let c be an arbitrary cluster of N. Recall that Nw is strongly connected because 
it is well-formed. By the first part of the Pointing Allocation Lemma, there exists 
an allocation a that points to { c } and whose domain does not contain c. Now, let 
M -^-> be an arbitrary infinite occurrence sequence. If a does not agree with a, 
then it contains a non-allocated transition, and we are done. If a agrees with a, 
then, by the second part of the Pointing Allocation Lemma, it contains a transition 
of c infinitely often. This transition is not a-allocated. • 



6.3. The well-formed case 123 

Fig. 6.5 A regulation circuit of the transitions of a cluster 

We now prove that Rank(N w ) < | C V J — 1. Let J be the space of T-invariants 
of Nw. By the definition of a T-invariant, J is the right kernel of the matrix N K . 
A well-known theorem of linear algebra states 

Rank(N^) + dim(jT) = number of columns of N„, 

where dim(<7) denotes the dimension of J. 
Since the number of columns of is equal to the number of transitions of A^, it 
suffices to prove that dim( l 7) > \T\ — | C V J + 1, where T is the set of transitions of 
Nw. We shall do it by constructing \T\ — \CNW\ + 1 linearly independent T-invariants 
of Nw. The construction is based on the following notion: 

Definition 6.8 Regulation circuits of sets of transitions 

Let U = . . . , tm} be a set of transitions of a net (where t\ ... t m is an arbitrary 
fixed order). For every transition U of U, we define a new place S ; . The net 

Nu = ( { s i , . . . , sm}, U, {(si, ti), (ti, St),(sm, tm), (tm, si)}) 

is called a regulation circuit of U. 

We say that the net obtained from N and Nu by componentwise union of places, 
transition and arcs is the result of adding Nu to N. 

We will regulate the sets of transitions of a free-choice net that belong to the same 
cluster, i.e., for each cluster c, we add a regulation circuit of the transitions of c. 
Figure 6.5 shows an example. Notice that, after the addition of such a circuit, the 
resulting net is non-free-choice (unless the cluster contains only one transition). 
The following proposition contains two elementary properties of regulation circuits. 
The proof is left for an exercise. 
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Propos i t ion 6.9 Elementary properties of regulation circuits 

Let A be a net and let U be a nonempty set of transitions of A . Let A ' be the 
net obtained by adding to TV a regulation circuit Nu of U. 

Given a marking M' of A 7 , define M as the projection of M' on the places of N. 

(1) If L[ L'2 is an occurrence sequence of A ' , then L\ L 2 is an occurrence 
sequence of A . 

(2) The regulation circuit Nu is an S-component of N'. • 

We construct a set of \T\ — \CNW\ + 1 linearly independent T-invariants. The first 
element of this set, say J, satisfies J(t) = J(u) for every two transitions t and u of 
the same cluster. The other T-invariants satisfy this same condition for all clusters 
but one. Moreover, the cluster that does not satisfy the condition is different for 
each T-invariant, which will guarantee linear independence. 

L e m m a 6.10 
The net Nw has a positive T-invariant J such that for every two transitions t and 
u, if [t] = [«], then J(t) = J{u). 

Proof: 
Let Mo be a live and bounded marking of Nw. Let A^ be the net obtained from 
Nw by adding, for each cluster c, a regulation circuit of the transitions of c. Choose 
a marking M'Q of N'w which coincides with M0 on all places of Nw and marks one 
place of each regulation circuit. We make the following two claims: 

(i) ( A ; , M 0 ) is bounded. 
By the S-coverability Theorem, Nw is covered by S-components. Since both 
the S-components of Nw and the added regulation circuits are S-components 
of N'w, the net N'w is also covered by S-components, which proves the claim. 

(ii) {N'w,M'o) is deadlock-free. 
Let M' be a reachable marking of (N'W,M'Q), and let M be its restriction to 
the places of Nw. By Proposition 6.9, M is a reachable marking of (Nw, M0). 
We prove that M' enables some transition. 
Since (A^, Mo) is live and M is reachable, M enables a transition t. Since Nw 

is free-choice, M enables every transition of the cluster [t]. Since the regulation 
circuit of the transitions of [t] is an S-component of N'w, the total number of 
tokens in its set of places remains constant, and so M' marks one of its places. 
This place belongs to the pre-set of some transition in [t], say u. Then M' 
enables u, and the claim is proved. 
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By (ii), there exists an infinite occurrence sequence Mq — B y the Reproduction 
Lemma (Lemma 2.39), has a semi-positive T-invariant J. J is also a T-invariant 
of Nw because the pre- and post-set of a place of Nw coincides with its pre- and 
post-set in N^. We prove that [t] = [u] implies J(t) = J(u), and that J is positive. 

(iii) [t] = [u] implies J(t) = J(u). 

Since [t] = [u], there exists a path tsiti... tk-is^u inside the regulation circuit 
of the transitions of [t] leading from t to u. Since J is a T-invariant of TV7,, 
and the places Si,..., have exactly one input and one output transition, we 
have 

(iv) J is positive. 

Let t be a transition of (J). Since Nw is strongly connected, t has an output 
place s in Nw. Since J is a semi-positive T-invariant, we have " ( J ) = (J)* , 
and therefore s* contains a transition u of ( J ) . By (iii), (J) includes every 
transition of the cluster [u]. Since Nw is free-choice, this set is s'. Hence, 
((</)*)* ^ («/)• Since (J) is non-empty and Nw is strongly connected, the set 
(J) contains all transitions of Nw, which implies that J is positive. • 

Lemma 6.11 

Let t be an arbitrary transition of Nw. Then there exists a positive T-invariant 
Jt of Nw such that 

• for every two transitions u and v, if [u] = [v] and u ^ t ^ v, then 
Jt(u) = Jt(v); 

• for every transition u, if [t] = [u] and t ^ u, then Jt(t) > Jt(u). 

Assume Nw = (S, T, F). We introduce an auxiliary net TV7, = (5", T", F ' ) , defined as 

J(t) = J(ii) = ... = J(tfe_i) = J(«) 

Proof: 

follows: 

5' S, 
T U {£ ' } , where £' is a new transition, and 

F U { ( . s,f) | s G •*} U { ( f , s ) | s G f}. 
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Fig. 6.6 Illustration of the proof of Lemma 6.11 

Loosely speaking, is constructed by 'replicating' the transition t in Nw, i.e., 
t and t' have identical pre- and post-sets (see Figure 6.6). By construction, N'w is a 
free-choice net. 

It is easy to see that if (Nw, M0) is live and bounded then (N^, M 0 ) is also live and 
bounded. So is well-formed. By Lemma 6.10 there exists a positive T-invariant 
J of satisfying J(u) = J(v) for every two transitions u and v of the same cluster. 
Define the vector J' of as follows: 

C J{u) iit^u^t' 
J'(u) = I 2 • J(u) if u = t 

[O if u = t' 

Since t and t' have the same pre- and post-sets, J' is also a T-invariant of A7^. 

Let Jt be the restriction of J' to transitions of Nw. Since the pre- and post-set of 
a place s of Nw differ from its pre- and post-set in N'w only with respect to t', and 
J'(t') = 0, the vector Jt is a T-invariant of A7^. 

Jt is positive because every entry of J' except J'[if) is positive. Moreover, if u 
and v are two transitions of the same cluster, different from t, then Jt(u) = Jt(v) 
(Jt inherits this property from J'). For a transition u of the cluster [t], different 
from t, we have 

Jt(t) = J'{t) = 2 • J(t) = 2 • J(u) = 2 • J'(u) = 2 • J t ( « ) 

Since Jt is positive we have Jt(u) > 0. So J t(£) > Jt{u). • 
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We can now prove that our set of T-invariants is linearly independent and has the 
required cardinality. 

Proposition 6.12 

Let T be the set of transitions and J the space of T-invariants of Nw. Then 
d im(J) > \T\ - |CWJ + 1. 

Proof: 
Choose an arbitrary total allocation, and let U be the set of transitions which are 
not allocated. Since a total allocation of a well-formed free-choice net allocates |CJV,J 
transitions, we have \U\ = \T\ — |Cy„|-
If U = 0 then we only have to prove dim(j7) > 1, which follows from the fact that 
well-formed nets have nonzero T-invariants (Theorem 2.38). So assume in the sequel 
C/^0. 
Let J be a positive T-invariant as in Lemma 6.10. Then J(t) = J(u) for every two 
transitions t and u satisfying [t] = [u]. For every transition t G U define a positive 
T-invariant Jt as in Lemma 6.11. Then Jt(u) = Jt(v) for every two transitions u and 
v, different from t, satisfying [u] = [v). Moreover, Jt(t) > Jt{u) for every transition 
it, different from t, satisfying [t] = [u]. 
We show that the set {J} U {Jt}teu is linearly independent. The result then follows, 
because the cardinality of this set is \T\ — \C^W \ + 1. 
Take a linear combination of the vectors of the set, with rational coefficients, equal 
to the null vector 

k-J + J2kfJt = 0 
teu 

We show that all the coefficients are 0, which proves the result. 
Let u be an arbitrary transition of U. By the definition of U, the cluster [u] also 
contains a transition v that does not belong to U. We have 

k J(u) + ] T kt Jt{u) + ku Ju(u) = 0 
teu\{u} 

kJ(v)+ Y, kt Jt(v) + ku Ju(v) = 0 
teu\{u} 

We also have J(u) = J(v) and Jt(u) = Jt(v) for every transition t of U \ {u}. 
Therefore, subtracting the second equation from the first, we get 

ku{Ju{u) - Ju{v)) = 0 

Since Ju(u) > Ju(v) by the definition of Ju, we obtain ku = 0. 
Finally, k / 0 because J ^ 0. • 
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As discussed before, we finally get: 

Proposition 6.13 An upper bound for well-formed free-choice nets 

Rank(NL) < \CNJ - 1. 

Proof: 

Follows from Proposition 6.12 because 

Rank(N w ) = \T\ + dim( l7) 

where T is the set of transitions of Nw and J is the space of its T-invariants. • 

This result concludes the proof of the Rank Theorem. 

Theorem 6.14 The Rank Theorem 

Let N be & free-choice net. Let N be the incidence matrix of N and CV the set 
of clusters of N. The net N is well-formed iff 

(a) it is connected, and has at least one place and one transition, 
(b) it has a positive S-invariant, 
(c) it has a positive T-invariant, and 

(d) Rank(N) = \CN\ - 1. • 

Actually, along the way we have also proved the following result (statement (A)): 

Proposition 6.15 Rank for non-well-formed free-choice nets 
Let N be a free-choice net satisfying Conditions (a), (b) and (c) of the Rank 
Theorem. If N is not well-formed then Rank(N) > \CN\. • 

6.4 Derived results 
The first interesting consequence of the Rank Theorem is that we can decide in 
polynomial time if a free-choice net is well-formed. The bibliographic notes contain 
references to papers which carry out a more detailed complexity analysis. 

Corollary 6.16 Complexity of the well-formedness problem 

The following problem can be solved in polynomial time: 

Given a free-choice net, to decide if it is well-formed. 
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Proof: 
Let TV = (S, T, F) be a free-choice net. It is easy to decide if TV is connected, and 
has at least one place and one transition. The existence of a positive S-invariant 
can be decided by solving the system of linear inequations 

7 - N = 0 
/ > ( ! , . . . , 1) 

in the field of the rational numbers. Since all the elements of N belong to the set 
{—1,0,1}, the size of this problem is 0(\S\ • \T\). It is well-known that systems 
of linear inequations can be solved in polynomial time using linear programming 
algorithms (see the bibliographic notes). So the existence of a positive S-invariant 
can be decided in polynomial time in the size on TV. The same result holds for 
the existence of a positive T-invariant. The rank of N can also be computed in 
polynomial time using well-known methods of linear algebra. Finally, the clusters 
of TV can be counted in polynomial time in the size of TV. • 

Now, we can easily prove that deciding if a free-choice system (TV, Mo) is live and 
bounded is also a polynomial problem. We characterize in the next theorem the live 
and bounded markings of a well-formed free-choice net. 

Theorem 6.17 Characterization of live and bounded free-choice systems 

A free-choice system (TV, M0) is live and bounded iff 

(i) TV is well-formed, and 

(ii) Mo marks every proper siphon of TV. 

Proof: 
(=»): TV is well-formed because it has a live and bounded marking. By Commoner's 
Theorem, every proper siphon of TV includes a marked trap and is thus marked 
itself. 

(<=): Since TV is well-formed by (i), it is covered by S-components and therefore 
(TV, M 0 ) is bounded (Theorem 5.8(2)). 
We show that (TV, Mo) is live. Let 77 be an arbitrary siphon of TV. Then 77 includes 
a minimal siphon Q which, by (ii), is marked at M 0 . Since minimal siphons of 
well-formed free-choice nets are traps (Proposition 5.4), Q is a trap. Therefore, 77 
includes an initially marked trap. By Commoner's Theorem, (TV, M 0 ) is live. • 
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Corollary 6.18 Complexity of the liveness and boundedness problem 

The following problem can be solved in polynomial time: 

Given a free-choice system, to decide if it is live and bounded. 

Proof: 
Let (TV, M0) be a free-choice system. We show that Conditions (i) and (ii) of The­
orem 6.17 can be checked in polynomial time in the size of the net N. By the 
definition of a system, N is connected, and has at least one place and at least one 
transition. By Corollary 6.16, we can decide in polynomial time if N is well-formed. 
Let R be the set of places of N which are not marked by M 0 . Every proper siphon 
of N is marked at Mo iff the only siphon included in R is the empty siphon. The 
algorithm given in Exercise 4.5 computes the maximal trap included in a given set 
of places. By exchanging pre- and post-sets, it can be easily transformed into an 
algorithm that computes the maximal siphon. Therefore, every proper siphon of 
TV is marked at Mo iff this transformed algorithm, applied to the set R, yields the 
empty set as output. Since the algorithm runs in polynomial time in the size of N, 
the result follows. • 

Free-choice nets are invariant under the transformation consisting of interchanging 
places and transitions and reversing the arcs of the net (a proof is given below). We 
study this transformation in the remainder of this section. 

Definition 6.19 Dual nets 

Let N = (S, T, F) be a net. The net Nd = (T, S, F~l) is the dual net of N.3 

Proposition 6.20 Elementary properties of dual nets 

(1) The dual net of Nd is N. 

(2) If N is a free-choice net then so is Nd. 

(3) Every cluster of N is a cluster of Nd. 

(4) The incidence matrix of Nd is the transposed of N. 
(5) Every S-invariant of JV is a T-invariant of Nd, and every T-invariant of N 

is an S-invariant of Nd. 

(6) Every S-component of N is a T-component of Nd, and every T-component 
of N is an S-component of Nd. 

3In some texts Nd is called the reverse-dual of N. 
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Proof: 
Let N = (S, T, F) and Nd = (Sd, Td, Fd). We have Sd = T,Td = S and Fd = F " 1 

by the definition of Nd. 
(1), (3), (5) and (6) follow easily from the definitions. 

(2) We denote by *(X)N the pre-set of a node x in N and by *(x)Nd the pre-set of 
x in Nd, and use the corresponding notation for post-sets. By the definition 
of Nd we have *(X)N = (x)m

N* and (x )^ = '(x)Nd. 

Assume that N is a free-choice net. Let (x,y) be an arbitrary element of 
Fdn(Sd x T d ) . By the definition of Nd, we have (y, x) & Ftl(SxT). Since A7 

is free-choice, '(x)N x (y)^ C F. Then, (x )^ d x ' ( y ) ^ C F. This is equivalent 
to *{y)N<t x (x )^ d C Fd, which proves that Nd is free-choice. 

(4) Let Nd be the incidence matrix of Nd, and let s and £ be a place and a 
transition of N, respectively. We have 

Nd(t,s) = | ( £ , S ) n F d | - | ( S ) £ ) n F d | 
= \(s,t)f)F\-\(t,s)nF\ 
= N ( S , t ) n 

When we add a notion of behaviour to nets - through the introduction of markings 
and the occurrence rule - the symmetry between places and transitions is broken: 
only places can contain tokens, and only transitions can occur. Therefore, one does 
not expect to find general relationships between behavioural properties of a net and 
behavioural properties of its dual net. However, such a relationship turns out to 
exist for free-choice nets. 

Theorem 6.21 Duality Theorem 

Af is a well-formed free-choice net iff Nd is a well-formed free-choice net. 

Proof: 
By Proposition 6.20(1) and (2), Af is a free-choice net iff Afd is a free-choice net. By 
Proposition 6.20(5), Af has a positive S-invariant iff Nd has a positive T-invariant, 
and Af has a positive T-invariant iff Afd has a positive S-invariant. By Proposi­
tion 6.20(4), the rank of N is equal to the rank of N d . By Proposition 6.20(3), the 
number of clusters of Af is equal to the number of clusters of Nd. 
Then, by the Rank Theorem, Af is a well-formed free-choice net iff Nd is a well-
formed free-choice net. • 
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Any of the two Coverability Theorems is a consequence of the other one and the 
Duality Theorem, because a net is covered by S-components if and only if its dual 
is covered by T-components. 
The major interest of the Duality Theorem - as it happens with results of similar 
flavour in other branches of Mathematics - is its use as a 'metatheorem'. In the 
following chapters, we will use the Duality Theorem to prove dual versions of several 
propositions on well-formed free-choice nets. 

Exercises 
Exercise 6.1 

Give an algorithm that accepts a strongly connected free-choice net N and a 
nonempty set C of clusters of A as input, and returns a total allocation that 
points to C. 

Exercise 6.2 
Prove Proposition 6.9. 

Exercise 6.3 
Prove that none of the conditions of the Rank Theorem can be dropped by ex­
hibiting suitable counterexamples. 

Exercise 6.4 
Prove that the rank of the incidence matrix of an arbitrary S-system is equal to 
its number of places minus 1. Prove that the rank of the incidence matrix of an 
arbitrary T-system is equal to its number of transitions minus 1. 

Exercise 6.5 

1) Prove an analogon of Theorem 5.17 for minimal S-invariants: Let I be a minimal 
S-invariant of a well-formed free-choice net N, and let Nj be the subnet generated 
by *(/) U (I) U (/)*. Then A/ is an S-component of A. 
Hint: Use the Duality Theorem. 

2) * Prove the same result without appeal to the Duality Theorem. 
Hint: Prove first that the support of a minimal S-invariant is a minimal siphon. 

Exercise 6.6 
Exhibit a well-formed, non-free-choice net whose dual net is not well-formed. 
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Exercise 6.7 * Let N = (S,T,F) be a well-formed free-choice net, and M 0 a 
marking of N. Let Nd be the dual net of N. Consider the following partition of 
the set 5 of transitions of Nd into internal and observable transitions: 

S0 = {s G S | M0(s) > 1} 
S! = S\S0 

Show that (TV, Mo) is live and bounded iff Nd with the given partition is non-
divergent. 
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terization in [31], and a compositional characterization in [33] (see also [27]). 
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Chapter 7 

Reduction and synthesis 

We present in this chapter an alternative method for the analysis of well-formedness. 
The method makes use of a kit of so called reduction rules. A reduction rule trans­
forms a free-choice net into a simpler one while preserving well-formedness; more 
precisely, the reduced net is well-formed if and only if the original net is well-formed. 
The kit of rules we present reduces all and only well-formed free-choice nets to the 
net of this picture: 

It follows that well-formedness of a free-choice net can be decided by applying the 
rules of the kit as long as possible, and then checking if the final result is the net 
of the picture. This new algorithm is not as efficient as the one derived from the 
Rank Theorem. However, it is interesting for two reasons. First, it provides more 
information about why a certain net is not well-formed. Second, and more important, 
the reduction rules can be "reversed" to obtain synthesis rules. The kit of inverse 
rules generates all and only well-formed free-choice nets starting from the net of the 
picture. 
The reduction algorithm for well-formedness can be easily transformed into an algo­
rithm to check liveness and boundedness of free-choice systems. It suffices to use the 
characterization of live and bounded markings given in Theorem 6.17, which states 
that a free-choice system (N, M0) is live and bounded iff N is well-formed, and M0 

marks every proper siphon of N. Then, to decide if a free-choice system is live and 
bounded, we first check if every proper siphon is marked. If the system passes this 
test, we apply the reduction algorithm to its underlying net. 
The chapter is organized as follows. Section 7.1 introduces the basic vocabulary we 
use to speak about reductions. Section 7.2 describes the reduction rules and shows 
that they preserve well-formedness. Section 7.3 exhibits an example of reduction. 
Section 7.4 contains the completeness result. So-called CP-subnets play an impor­
tant role in the proof of this result, and they are introduced and studied in this 
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section. Finally, Section 7.5 shows how to derive a synthesis procedure from the 
reduction rules. 

7.1 Basic notions 
A transformation rule (or just a rule) (ft is a binary relation on the class of all free-
choice nets1. Given (A, N) G (ft, the net N is called source net and A? is called target 
net. (A, N) G (ft is read "the rule (ft can transform A into A " . 
A rule (ft is applicable to a net N if there exists another net N such that (A, N) G (ft. 
A set $ of rules is called a kit. A net A can be transformed into N by the kit $ if 
the successive application of rules of <3> can transform A into A . 
We reserve the name reduction rule for rules which transform a source net into a 
target net with fewer nodes. The rules which increase the number of nodes are 
called synthesis rules. 
We are interested in rules that preserve well-formedness. 
A rule (ft is sound if it satisfies for every (N, N) G (ft 

if A is well-formed then A is well-formed, 

A rule (ft is strongly sound if it satisfies for every (A, A ) G (ft 

N is well-formed if and only if A is well-formed. 

A kit of rules is (strongly) sound if all its elements are (strongly) sound. Clearly, 
strong soundness implies soundness. 
A net is atomic if it is isomorphic to the net ( { s } , {£}, {(s, t), (t, s)}), or, equivalently, 
if it has two nodes and is strongly connected). Essentially, there exists one atomic 
net, namely the net shown in the introduction to this chapter. It is easy to see 
that the atomic nets are the well-formed free-choice nets with the smallest possible 
number of nodes. A kit of reduction rules is complete if it can reduce all well-formed 
free-choice nets to atomic nets. 
A strongly sound and complete kit of reduction rules reduces all and only the well-
formed free-choice nets to atomic nets. Therefore, in order to verify if a free-choice 
net is well-formed, it suffices to exhaustively apply the rules of the kit, and then 
check if the final result is an atomic net. Notice that this procedure no longer 
works if the kit is only sound: such a kit may reduce not only well-formed, but also 
non-well-formed nets to atomic nets. 

1 We consider it conceptually convenient to define transformation rules in this generality, even 
though we shall only be interested in a small fragment of the possible rules (particularly, in those 
which are efficiently decidable). 
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If a sound synthesis rule (f> is applied to a well-formed free-choice net, it yields a 
larger well-formed free-choice net. Therefore, when starting from an atomic net, a 
sound kit of synthesis rules generates only well-formed free-choice nets. It generates 
all well-formed free-choice nets if the kit of inverse rules, which are reduction rules, 
is complete. 

7.2 The reduction rules 
This section describes a set of reduction rules. For every rule, we first give the 
conditions of application which describe the nets to which the rule is applicable. 
Then, we explain how to transform the source net into the target net. 

The abstraction rule 
The abstraction rule is graphically described in Figure 7.1. In the figure, after the 
occurrence of an input transition of s the transition t can occur. Moreover, t can 
only be disabled by its own occurrence. The reduction hides the occurrence of t by 
merging t with the input transitions of s. A dual interpretation is that the local 
state s is hidden by merging the place s with the output places of t. 
The textual description of the rule is as follows. 

Rule 1 The rule 4>A 

Let N and N be two free-choice nets, where N = (S,T,F) and N = (S,T,F). 
(N, N) G <PA if there exist a place s € S and a transition t £ T such that: 

Conditions on N: 

1. ' S ± 0, S' = {t} 

2. f ± 0, H = {s} 

3. (*s x £*) n F = 0 

Construction of N: 

4. 5 = S \ { s } 
5. f = T\{t} 

6. F = ( F n ( (5 x f) U ( f x S))) U (•« x f) 

(where the dot-notation is taken with respect to N). 
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Fig. 7.1 The rule d>A 

Some rules similar to (ftA are discussed in the exercises. 
The rule $A is strongly sound even if the source and target nets are allowed to be 
arbitrary nets, not necessarily free-choice. Exercise 7.2 provides a proof sketch of 
this fact. Here, we only prove strong soundness in the free-choice case, by means of 
the Rank Theorem. 

T h e o r e m 7.1 Strong soundness of (ft A 

(ftA is strongly sound. 

Proof : 
Let (N, N) be an arbitrary element of (ftA, where N = (S, T, F) and N = (S, f, F). 
To prove strong soundness, we shall show that ./V satisfies the conditions for well-
formedness given in the Rank Theorem if and only if N satisfies them. 
By the definition of (ft A, we have S = S \ {s} and T — T\{t} for some s and t. 
It is easy to see that the target net N can be obtained from N in two steps as follows 
(along the proof, the pre-sets and post-sets always refer to the net N): 

(a) For every transition u G 's, remove the arc (u, s) and add arcs (u, r) for all 
places r £t* (these arcs did not exist before by Condition 3 of (ft A)-

(b) Remove s, t, and their adjacent arcs. 

We describe these two steps in terms of incidence matrices. For that, we first fix an 
order for the places and the transitions of N, and assume without loss of generality 
that the last row of the incidence matrix N of N is s, and its last column is t. 
Let N' = (S,T,F') be the net obtained after Step (a). We have 

F' = F \ ('a x { s } ) U (•« x f) 
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Since ' t — {s} by Condition 2 and since ('s x t*) D F = 0 by Condition 3, the 
incidence matrix N' of TV' is obtained from N by adding the column t to all the 
columns corresponding to the transitions of 's (note that also by Condition 3, we 
have t ^ 's). 
Define the (T x T)-matrices A and A~L as follows: 

{ 1 if u = v [ 1 i fu = o 

1 if u = t and v E's A_1(u, v) — < —1 if u = t and v € *s 
0 otherwise ( 0 otherwise 

The matrix A-1 is well defined because t $ 's by Condition 3. Both A and A'1 

coincide with the identity matrix everywhere except in the last row (recall that we 
assumed that the transition t corresponds to the last row). 
It can be easily verified that A'1 is the inverse of A. Moreover, we have 

N' = N • A N = N' • A"1 

In terms of incidence matrices, Step (b) corresponds to the deletion of the last row 
and the last column of N'. Since the place s has an empty pre-set in the net N', 
the incidence matrix N' can be decomposed in the following way: 

where ( B . \ is the last column of N . 
0 . . . 0 - l ; \ - 1 

We make the following four claims: 

(i) N has a positive S-invariant iff N has a positive S-invariant. 
(=£•): Let I be a positive S-invariant of N. Then I • N = 0, and so 

/ • N • A = I • N' = 0. 

Let / be the vector composed by the first |5| — 1 components of I. By the 
matrix decomposition of N', we have I • N = 0. and therefore / is a positive 
S-invariant of Â . 
(<=): Let / be a positive S-invariant of Â , and define x = I-B. By Condition 2 
of the rule we have *t — {s}, which implies that no entry of B is negative, 
and t* 0, which implies that some entry of B is nonzero. Therefore, since / 
is positive, we have x > 0. Define I = (I x), i.e., I is the vector obtained by 
appending the entry x to the vector I. Since x > 0, the vector I is positive. By 
the matrix decomposition of N' and the construction of I we have J • N' = 0. 
Hence 

I • N = I • N' • A-1 = 0 

which implies that I is a positive S-invariant of N. 
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(ii) N has a positive T-invariant iff N has a positive T-invariant. 

(=*>): Let J be a positive T-invariant of N. Then N • J = 0, and therefore 
N' • A'1 • J = 0. Define J' = A'1 • J. Since, in the last row of N', only the 
last component is nonzero, the last entry of J' must be 0. Let J be the vector 
composed by the first \T\ — 1 components of J'. By the matrix decomposition 
of N', and since the last entry of J' is 0, we have N • J = 0, and so J is a 
T-invariant of N. By the definition of A~l, the vectors J and J' coincide in 
every component but the last one. Hence, since J is positive, so is J. 

(<=)• Let J be a positive T-invariant of N. Define J1 = (J 0), i.e., J' is the 
result of appending a null entry to J. By the matrix decomposition of N', we 
have N' • J' = 0. Therefore, ~N-A-J' = 0, i.e., A-J' is a T-invariant of N. By 
the definition of A, the vectors J' and A • J' coincide in every component but 
the last one. The last entry of A • J' is y~] J(u). Since 's ^ 0 by Condition 1 

u€*s 

of 4>A, this last entry is positive. Since J is positive, A • J' is positive. 

(iii) Rank(N) = Rank(N) + 1. 

We have Rank(N) = Rank(N') since N' = N-A and A is an invertible matrix. 
Rank(N') = Rank(N) + 1 follows immediately from the matrix decomposition 
of N'. 

(iv) TV has exactly one more cluster than N. 

Every cluster of N is a cluster of N. Additionally, N contains the cluster 
{s,t}. 

By the definition of <J>A, the net N is connected and contains at least one place and 
one transition iff the target net N satisfies these same conditions. So, by (i) to (iv), 
N satisfies the conditions of the Rank Theorem iff N satisfies them. So the Rank 
Theorem implies that N is well-formed iff N is well-formed. • 

Since the strong soundness of 4>A is intuitively rather obvious, the length of this 
proof may seem surprising. Notice that we have to prove not only that if the source 
net is well-formed the target net is well-formed, but also that if the source net is 
not well-formed the target net is not well-formed. This proof obligation is partially 
responsible of the complications. It is also worth mentioning that former versions 
of this theorem - in which the proof was considerably shorter because some steps 
were omitted - turned out to be wrong: we had forgotten to include a small but 
important condition in the rule. 
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Fig. 7.2 si is a nonnegative linearly dependent place 

L i n e a r d e p e n d e n c y r u l e s 

The second and third rules consist in the removal of certain nodes of the net, places 
in the case of the second rule and transitions in the case of the third. 

Definition 7.2 Linearly dependent nodes 

Let N be a. net, N = (S,T,F). A place s of N is linearly dependent if there 
exists a vector A: S —• Q such that A(s) = 0 and A • N = s. 
A transition t of N is linearly dependent if there exists a vector A: T —• Q such 
that A(t) = 0 and N • A = t. 
The linearly dependent place s (respectively, transition t) is nonnegatively linearly 
dependent if moreover A > 0. 

In the net of Figure 7.2, we have si = S 2 + S 3 , and therefore si is a linearly dependent 
place, even a nonnegative one. 
Clearly, the removal of a linearly dependent place or transition does not change the 
rank of the incidence matrix. The Rank Theorem suggests that the removal of such 
a node might preserve well-formedness. We shall see that this is the case if the node 
is nonnegative linearly dependent. 
A linearly dependent place enjoys an important property: the change of its number 
of tokens produced by an occurrence sequence is a linear function in the changes 
of the number of tokens in other places. To prove it, let s be a linearly dependent 
place of a net N, and let Mj -^-> M 2 be an occurrence sequence. Because of the 
Marking Equation, we have 

M2(s) - M^s) = s • ~a = A • N • ~o = A • (M 2 - Mi) 
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For the formulation of the second rule, we introduce the following notation. Given 
a net A and a node x of IV, we denote by N\{x} the subnet of N obtained by 
removing the node x from A together with its adjacent arcs (equivalently, N\{x} 
is the subnet of A generated by all the nodes of A except x). 

Rule 2 The rule <f>s 

Let N and N be two free-choice nets. (A, N) £ 4>s if-' 

Conditions on N: 

1. N contains at least two places 

2. N contains a nonnegative linearly dependent place s 

3. ' s U s* / 0, i.e., s is not an isolated place 

Construction of A : 

4. N = N\{s} 

It could seem that Condition 2 and Condition 3 imply Condition 1, but this is not 
the case: every atomic net satisfies Condition 2 (take A = 0) and Condition 3, but 
contains only one place. 

Theorem 7.3 Strong soundness of (f>s 

(j>s is strongly sound. 

Proof: 
Let (A'', A ) be an arbitrary element of 4>s- To prove strong soundness, we shall show 
that A satisfies the conditions of the Rank Theorem iff A satisfies them. 
By the definition of (j>s, we have N = N\{s} for some nonnegative linearly dependent 
place s. Then, A • N = s for some nonnegative vector A. Assume without loss of 
generality that s is the last row of N. We prove 

(i) A has a positive S-invariant iff A has a positive S-invariant. 
(=>): Let 7 be a positive S-invariant of A\ and let I be the vector obtained 
by removing the last entry of I. Since the last row of N is equal to A • N, we 
have 

0 = / - N = / - N + I(s) • A • N = (J + I(s) • A) • N 
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(I + I(s) • A) is a positive S-invariant of N because I is positive, I(s) > 0, and 
A is nonnegative. 

(<=): Let / be a positive S-invariant of N. Assume I > A without loss of 
generality (if this is not the case, I can be multiplied by an adequate positive 
constant). Let I = ( ( /—A) 1), i.e., I coincides with I—A on all places different 
from s, and I(sJ = 1. By construction, I is positive. Since the last row of N 
is equal to A • N we have 

/ . N = ( J - A ) - N + A - N = / - N = 0 

which implies that I is a positive S-invariant of N. 

N has a positive T-invariant iff N has a positive T-invariant. 

(=>-): Let J be a positive T-invariant of A .̂ Since every row of N is also a row 
of N, J is also a positive T-invariant of N. 

(<=): Let J be a positive T-invariant of N. Since the last row of N is equal to 
A • N, we have: 

""'-(AVJ)-
which implies that J is a positive T-invariant of N. 

Rank(N) = Rank(N). 
This is obvious, because s is a linear combination of the rows of N. 

If s* 7̂  0 then N and N have the same number of clusters. 

Assume s* ^ 0. Let c be a cluster of N, and consider two cases: 

Case 1. s £ c. Then c is also a cluster of Â . 

Case 2. s G c. Since s* ^ 0, we have c \ {s} ^ 0. Since N is free-choice, 
every place of c \ { s } is connected to all transitions of c \ {s} . Hence c \ {s} 
is a cluster of A\ 

Since every node of AT is a node of Â , a cluster c of Â  is either itself a cluster 
of N or c U {s} is a cluster of N. So N and A'' have the same number of 
clusters. 
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We now show that A is well-formed iff N is well-formed. 

(=>): Assume that A is well-formed. Then, it satisfies the four conditions of the 
Rank Theorem. Moreover, it is strongly connected, which implies in particular 
s' 7̂  0 . Therefore, using (i) to (iv), we get that N satisfies the last three of 
these four conditions. For proving that N is well-formed it remains to show 
that N is weakly connected and contains at least one place and one transition 
(which is the first condition of the Rank Theorem). The net A has at least 
one transition because it is well-formed. It also has at least two places by 
Condition 1. So N has at least one place and one transition. For showing that 
A" is weakly connected, we first claim that the cluster [s] of N has more than 
one place. 

Case 1: s = 0. 

Then *s — s*. Since N is strongly connected and has more than one place, 
s has some input transition t which has some input place r different from s. 
Since t is also an output transition of s we get [s] = [r]. 

Case 2: s ^ 0. 

The vector s cannot be semi-positive since otherwise some transition adds 
tokens to s whereas no transition reduces the number of tokens on s, and so no 
marking could be live and bounded. Therefore, s(t) < 0 for some transition t, 
i.e., t G s*. Since s is nonnegative linearly dependent, some place r different 
from s also satisfies r(t) < 0. This implies t G r*. So t is a common output 
transition of s and r and therefore [s] = [r], which finishes the proof of the 
claim. 

For every node x of A there is a path from s to x since A is strongly con­
nected. Therefore, for every node x of A , there is a path in N from an output 
transition of s to x. Since s and r have the same output transitions, A is 
weakly connected. 
We now apply the Rank Theorem to A . Since A is strongly connected, we 
have s* ^ 0 . By (iv), A has the same number of clusters as N. By (i) to (iii) 
and the Rank Theorem, A is well-formed. 

(<=): Assume that iV is well-formed. By the Rank Theorem, it has a positive 
S-invariant and a positive T-invariant. Since A contains every node of A , 
it contains in particular one place and one transition. Since s is not an iso­
lated place, N is at least weakly connected. By (i) and (ii), A has a positive 
S-invariant and a positive T-invariant. So A is strongly connected by Theo­
rem 2.40. Therefore, the place s has at least one output transition. By (iii) 
and (iv), A satisfies the Rank Equation. By the Rank Theorem, A is well-
formed. • 



7.2. The reduction rules 145 

SI 

S9 

Fig. 7.3 The rule d>s is not strongly sound for arbitrary nets 

We point out two limitations of the rule ^ 5 : 

• Loosely speaking, a rule is local if, in order to check its conditions of applica­
tion, only the neighbourhood of the intended point of application has to be 
examined, and the changes affect only this neighbourhood. The rule 4>A is 
an example of a local rule: in order to check its conditions of application, it 
suffices to examine the pre-sets and post-sets of a place s and a transition t, 
the post-sets of the transitions in *s and the pre-sets of the places in t*. On 
the contrary, the rule (f>s is non-local, because in order to find the linear com­
bination proving that s is nonnegative linearly dependent it may be necessary 
to examine the whole net. 

• The rule (j>s is not strongly sound for arbitrary nets. The non-free-choice net 
of Figure 7.3 is well-formed, because the marking shown in the figure is live 
and bounded. The place s2 is nonnegative linearly dependent, because 

S 2 = S 3 + s 5 + S 7 + S 9 

However, after removing s2, the remaining net is not well-formed. To prove it, 
observe that from any live marking it is possible to reach a marking which puts 
tokens on s 3 and s&. From this marking, the transitions of the outer circuit 
can occur infinitely often, putting arbitrarily many tokens on s4 and SQ. 
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Our last rule consists in the removal of nonnegative linearly dependent transitions. 

Rule 3 The rule 4>T 

Let A and N be two free-choice nets. (A, N) G cf>T if: 

Conditions on A : 

1. ./V contains at least two transitions 

2. N contains a nonnegative linearly dependent transition t 

3. 'tUt* ^ 0, i.e., t is not an isolated transition 

Construction of N: 

4. N = N\{t} 

Theorem 7.4 Strong soundness of (fix 

(f)T is strongly sound. 

Proof: 

Let {N, A") be an arbitrary element of 4>T- Then, A — N\{t} for some nonnegative 
linearly dependent transition t of N. 

The dual net Nd is free-choice and contains at least two transitions, because N 
contains at least two places. Since the incidence matrix of Nd is the transposed of 
the incidence matrix of N, the transition £ of A is a nonnegative linearly dependent 
place of Nd. Moreover, t is not an isolated place of Nd because it is not an isolated 
place of N. Therefore, (Nd, Nd) belongs to (f>s- We now have 

N is well-formed <F> Nd is well-formed (Duality Theorem) 
Nd is well-formed (Strong soundness of (f>s) 

<3> A is well-formed (Duality Theorem) 

• 
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We finish the section with an observation about the complexity of deciding if a rule 
of the kit {<f>A, fis, 0T} is applicable. 

Proposition 7.5 Complexity of deciding if a rule is applicable 

The following problem can be solved in polynomial time: 

Given a free-choice net, to decide if 4>a, </>S or cf>T is applicable to it. 

Proof: 
In the case of cj>a, the result is obvious. Condition 1 and Condition 3 of 4>s can 
be easily checked in polynomial time. For Condition 2, we recall that a place s of 
a net N is nonnegative linearly dependent if the equation system A • N = s has a 
nonnegative solution satisfying A(s) = 0. Using linear programming, the existence 
of such a solution can be decided in polynomial time in the size of the equation 
system, which is polynomial in the size of the net. To decide if 4>s is applicable, 
at most \S\ equation systems have to be considered, where S is the set of places of 
the net. Therefore, deciding if <f>s is applicable is a polynomial problem. A similar 
argument proves the same result for (f>T. • 

Since the transformation caused by an applicable rule can also be performed in 
polynomial time, the kit of reduction rules provides a polynomial algorithm to decide 
well-formedness. However, the algorithm derived from the Rank Theorem is more 
efficient, because it requires to solve at most two systems of linear inequations (to 
determine if the net has a positive S-invariant and a positive T-invariant). 

7.3 An example of reduction 

We prove that the net of Figure 7.4(a) is not well-formed by means of our reduction 
rules. As before, we denote the row of a place Si in the incidence matrix of the net 
by and the column corresponding to a transition ti by tj. 

1. Apply 4>s to remove S\\: S n = S7 + S10 
2. Apply 4>T to remove £5: t 5 = ti + t 2 + t 6 + 1 7 + t 8 + t 9 + t i 0 

3. Apply <pA to S10 and t w (Figure 7.4(b)) 
4. Apply 4>T to remove £3: t 3 = 0 
5. Apply 4>a to S2 and t2, S3 and £4 (Figure 7.4(c)) 
6. Apply 4>s to remove s 5 : S5 = 2 S i + S4 + s 6 + Ss + S9 
7. Apply 4>a to S i and £1, s 4 and £ 6, s 7 and £g (Figure 7.4(d) 

The net of Figure 7.4(d) cannot be reduced anymore. Since it is not atomic, the net 
of Figure 7.4(a) is not well-formed. 
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t9 t9 
(a) (b) 

Fig. 7.5 Reduction of a well-formed free-choice net 

The reduction procedure not only shows that this net is not well-formed, it also 
provides some information about why this is so. We observe in Figure 7.4(d) that 
the removal of tn leads to a well-formed net. This makes us suspect that after 
removing tn from the net of Figure 7.4(a) we get a well-formed net. To prove it, 
the reduction rules can be used again. The reader can easily check that the Steps 
1. to 7. above can also be applied to the net without tn, and yield the net of Figure 
7.5(a). We can now proceed as follows: 

8. Apply 4>A to SQ and £7 
9. Apply (f>s to s 9 : s 9 = 0 

We get the atomic net shown in Figure 7.5(b), and therefore the net of Figure 7.4(a) 
without the transition tn is well-formed. 

7.4 Completeness 

We prove in this section that the kit of rules {4>A, (f>s, <I>T} is complete. Recall from 
Section 7.1 that a kit of reduction rules is complete if it can reduce every well-formed 
free-choice net to an atomic net. The proof makes use of the properties of so-called 
CP-subnets 2. The section is divided into two parts. In the first one, CP-subnets are 
introduced, and their properties studied. The second part contains the completeness 
proof itself. 

C P - s u b n e t s 

It is convenient to have some notations about subnets. The expression N\{x} was 
introduced in the previous section to denote the net generated by the nodes of N 

2 The name CP-subnet was chosen because these subnets are used in the completeness proof. 



150 Chapter 7. Reduction and synthesis 

except x. We now generalize this notation: for a set X of nodes of N, we denote by 
N\X the subnet generated by the nodes of N which do not belong to X. 
Given a subnet N' of a net N, a transition of N' is a way-in transition if its pre-set 
contains a node that does not belong to N' (through a way-in transition tokens can 
'enter' the subnet N'). Similarly, a transition is a way-out transition if its post-set 
contains a node that does not belong to N'. 
A subnet (S", T", F') of a net N is transition-bordered if * s U s ' C T' for every place 
s 6 S', and it is place-bordered if *t U t* C 5' for every transition t G T" (in both 
cases, the *>-notation refers to the net N). It is not difficult to see that a subnet of 
a net N generated by a set X of nodes is transition-bordered if and only if N\X 
is place-bordered (and vice versa). It follows easily from the definitions that the 
S-components of a net are transition-bordered and that its T-components are place-
bordered. One of the essential properties of T-components (Proposition 5.12(2)) can 
be easily generalized to place-bordered subnets: 

Propos i t ion 7.6 A property of place-bordered subnets 

Let Mo be a marking of a net N, and let a be a sequence of transitions of a 
place-bordered subnet N' of N. Then M0 -^-> M in N iff M0\s> M\s> in N', 
where S' is the set of places of N'. 

Proof: 
Since N' is place-bordered, none of its transitions has input or output places outside 
N'. The result follows since all transitions of a belong to N'. • 

After these preliminaries, we now define CP-subnets. 

Definition 7.7 CP-subnets 
A subnet N' = (S", T', F') of a net N is a CP-subnet if it is 

(i) nonempty and weakly connected, 
(ii) transition-bordered (i.e., contains pre- and post-sets of all its places), 

(iii) a T-net (i.e., every place has exactly one input transition and one output 
transition), and 

(iv) the net N\(S' UT ' ) is strongly connected and contains some transition. 

Figure 7.6 shows the only two CP-subnets of our usual example. 
Notice that a CP-subnet may contain only one transition t, provided the net N\{t} 
is strongly connected and contains some other transition. 
By the definition of CP-subnets, the net generated by all nodes that do not belong 
to a CP-subnet is strongly connected. For well-formed free-choice nets we can show 
a much stronger result: this net is again well-formed. The next proposition shows 
how a live and bounded marking can be obtained. 
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Fig. 7.6 Two CP-subnets of the net of Figure 5.1 

Proposition 7 . 8 Fundamental property of CP-subnets 

Let (N, Mo) be a live and bounded free-choice system. Let TV be a CP-subnet of 
N, and let S, T and Tin be the set of places, transitions and way-in transitions 
of N, respectively. 

(1) There exists an occurrence sequence Mo -^-* M, such that A(a) C T \ %n 

and M enables no transition of T \ Tin. 

(2) Let N = N\(Sl)f) and let M be the restriction of the marking M defined 
in (1) to the places of N. Then (N,M) is a live and bounded free-choice 
system. 

Proof: 

il\ T ^4- 4 Ur >T.K;fi-Qr-tr fransifinn r>f M Sinrp N i s s t r n n f f l v connected and N 
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transitions to t. Since A7 is a T-net, every place in IT has one single input 
transition, which is precisely its predecessor in the path. Therefore, by letting 
transitions of T\T,„ occur, the number of tokens of this path does not increase, 
and it decreases when t occurs. So t can occur only a finite number of times in 
a. Since t was arbitrarily selected, it follows that the length of the occurrence 
sequences using only transitions of T\Tin is bounded, which implies the result. 

The proof is divided into three parts. In all of them we use that A is place-
bordered, which holds because N is transition-bordered. 

(A, M) is a free-choice system. 

A contains a transition and is connected (even strongly connected) by the 
definition of a CP-subnet. Moreover, A contains a place because it is place-
bordered. So (A, M) is a system. Finally, (A, M) is a free-choice system 
because N is free-choice and A is a subnet of A . 

(A, M ) is bounded. 

Let M L be an occurrence sequence of A . Since N is place-bordered, 
there exists an occurrence sequence M L oi N such that L(s) = L(s) for 
every place s of A . Then, since (A, M0) is bounded, both (AT, M) and (A , M ) 
are bounded. 

(A , M ) is live. 

Assume (A, M) is not live. Since A is strongly connected and (A, M) is 
bounded by (ii), we can apply Theorem 4.31 and conclude that (A, M) is not 
deadlock-free. So there exists an occurrence sequence M —> L of N such 
that no transition of A is enabled at L. Since A is place-bordered, we have 
M L for some marking L such that 

(a) L(s) = M(s) for every place s of A and 

(b) L(s) = L(s) for every place s of AT. 

We show that no transition of A is enabled at L, which contradicts the liveness 
of (A, M 0 ) . By (a), and since no transition of T \ Tin is enabled at M, no 
transition of T\Tin is enabled at L. By (b), and since A is place-bordered, no 
transition of N is enabled at L. It remains to prove that no transition of Tin 

is enabled at L. Let tin be a transition of Tin. By the definition of a way-in 
transition, some place s of *tin belongs to A . Since A is strongly connected, 
some transition u of s* belongs to A . By (b), u is not enabled at L. Since tin 

and u belong to the same cluster and A is free-choice, £;„ is not enabled at L 
either. • 
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Corollary 7.9 
Let TV be a well-formed free-choice net. 

(1) If TV has a CP-subnet N' = {S',T',F') then the net N\(S'U T') is also 
well-formed. 

(2) If Af contains two or more transitions and, for some transition t, the net 
N\{t} is a strongly connected subnet, then this subnet is well-formed. 

(3) If Af contains two or more places and, for some place s, the net Af\{s} is a 
strongly connected subnet, then this subnet is well-formed. 

Proof: 

(1) Follows immediately from Proposition 7.8. 

(2) Under these conditions, (0, {£},0) is a CP-subnet. Then apply (1). 

(3) Follows from (2) and the Duality Theorem. • 

The next result proves a structural property of CP-subnets. 

Proposition 7.10 

A CP-subnet of a well-formed free-choice net has exactly one way-in transition. 

Proof: 
Let Af = (S, T, F) be a CP-subnet of a well-formed free-choice net Af. The net 
Af is strongly connected by the Strong Connectedness Theorem. Since the net 
Af — N\(S U T) is nonempty, there exists an arc (x, y) of Af such that x belongs to 
Af and y belongs to Af. Since N is transition-bordered, y is a way-in transition. So 
N has at least one way-in transition. 
We use the Rank Theorem to prove that N has at most one way-in transition. Let 
Tin be the set of way-in transitions of Af. The proof is divided into five parts: 

(i) Every cluster of Af containing at least one node of Af contains exactly one 
transition of Af. 
We claim that, for some T-component of Af, all thenodes of Af are nodes 
of this T-component. Let s be a place of Af. Since Af is transition-bordered 
and a T-net, s has exactly one input and one output transition in Af. By the 
definition of a T-component, the input and the output transition of s belong 
exactly to the same T-components. This implies, by the connectedness of Af, 
that all the nodes of Af belong to exactly the same T-components. Since Af is 
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covered by T-components by the T-coverability Theorem, all the nodes of N 
are contained in some T-component, which proves the claim. 
Let t and u be two different transitions of N. Since both t and u belong to some 
T-component, they have disjoint pre-sets. By the free-choice property, they 
belong to different clusters. So no cluster contains more than one transition 
of N. 

It remains to show that every cluster that contains nodes of N contains at 
least one transition of N. If a cluster contains a place of N then it also 
contains its output transitions. There is at least one output transition since 
N is strongly connected, and every output transition belongs to N since N is 
transition-bordered. 

If a cluster of N contains nodes of N and N, then it contains exactly one 
way-in transition of N. 

Let c be a cluster of N containing nodes of N and N. By (i), it suffices to 
prove that c contains at least one way-in transition of N. Since N is transition-
bordered, c contains a place s of N and a transition t of N such that (s,t) is 
an arc of N. Therefore £ is a way-in transition of N. 

\CN\ = \Cjf \ + \T\ — \Tin\ (recall that CM and Cjf are the sets of clusters of N 
and N). 

Divide the clusters of N into (1) those contained in N, (2) those contained in 
N, and (3) those which contain nodes of both N and N. By (ii), the number 
of clusters of the first kind is \Cj/\ — |TJB|. By (i), the number of clusters of 
the second kind is \T\ — |Ti„| because every way-in transition is in a cluster 
containing a place of N. Again by (ii), the number of clusters of the third 
kind is |Tin|. 

Rank(N) > Rank(N) + \f\ - 1. 
Since N is a connected T-net, every T-invariant of N is a multiple of the vector 
( 1 . . . 1) (Proposition 3.16). Hence, we have Rank(N) = \f\ - 1. 
Since N is transition-bordered, no arcs connect places of N with transitions 
of N. If we assume without loss of generality that the first rows of the matrix 
N correspond to the places of N and its first columns to the transitions of N, 
then N can be decomposed in the following way: 

N A 
0 N N = 

for some matrix A. Thus we have 

Rank(N) > Rank(N) + Rank(N) = Rank(N) + |f | - 1 . 
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(v) N has at most one way-in transition. 
N is a well-formed free-choice net by assumption, and Af is a well-formed 
free-choice net by Proposition 7.8(2). By the Rank Theorem, we get 

\CN\ = Rank(N) - 1 and |<%| = Rank(N) - 1. 

Substituting in (iv) yields 

|C,v|>|6V| + | f | - l 

Using (iii) we obtain |Tin| < 1. • 

C o m p l e t e n e s s o f {(T>A,<T>S,<T>T} 

The completeness proof makes use of the fact that every well-formed free-choice net 
is either a T-net or has a CP-subnet. 

Proposition 7.11 

A well-formed free-choice net is either a T-net or has a CP-subnet. 

Proof: 
Let Af be a well-formed free-choice net which is not a T-net. We show that Af has 
a CP-subnet. 
By the T-coverability Theorem, Af is covered by T-components. Let C be a minimal 
T-cover of Af, i.e., no proper subset of C is a cover. Since Af is not a T-net, we have 
\C\ > 1. We construct the (non-directed) graph G = (V, E) as follows. 

V = C 
E = { ( A f j , NJ) | NI and NJ have at least one common node} 

The graph G is connected because C is a cover of Af and Af is connected. Moreover, 
G has at least two vertices because \C\ > 1. 
We choose an arbitrary spanning tree3 of G. Let NI be a leaf of the spanning tree. 
Then, Afi has exactly one adjacent edge in the tree. When we remove Afi from 
G, together with its adjacent edges, the remaining graph G' is still connected and 
nonempty. The vertices of G' are a cover of the subnet generated by all nodes of 
T-components in C\ { A f i } . It follows that this subnet is strongly connected, because 
it is covered by T-components and the graph G' is connected. 

3 A s p a n n i n g tree is a cycle-free c o n n e c t e d g r a p h (V, E')\ it c a n b e o b t a i n e d from G b y successive 

delet ion of e d g e s t h a t b e l o n g t o a c y c l e . 
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Let X be a maximal set of nodes of N\ satisfying the following properties: 

(a) The net generated by X is connected, and 

(b) No element of X belongs to a T-component of C \ {Ni}. 

Let Nx be the subnet of A generated by X. We prove that A x is a CP-subnet. Let 
Nx = (Sx,Tx,Fx). 

(i) Nx is nonempty and connected. 

Nx is connected by definition. By the minimality of C, there are nodes of Ni 
that belong to no other T-component of C (otherwise, C \ {Aq} would be a 
cover of N). Since X is maximal, it contains at least one of these nodes, and 
is therefore nonempty. 

(ii) Nx is transition-bordered. 

We have to prove 's U s' C Tx for every place s G Sx- Let s be a place of Sx 
and let £ be a transition of 's U s*. By the definition of a T-component, every 
T-component containing t also contains s. By Condition (b) of the definition of 
X, the place s is contained in only one element of C, namely Ni, and therefore 
the same holds for the transition t. This implies that the net generated by 
X U {£} satisfies conditions (a) and (b) above. By the maximality of X we get 
t G X. 

(iii) Nx is a T-net. 

Let s be a place of Nx- The set *s U s' is included in Aq because Nx is a 
subnet of A i and A x is transition-bordered. Since Aq is a T-component, it is 
a T-net. So |*s| = \s'\ = 1 , and therefore A x is a T-net. 

(iv) The net N\X is strongly connected and contains some transition. 

N\X contains some transition because \C\ > 1 , and therefore some transition 
of N does not belong to Aq. 

Let x and y be two arbitrary nodes of N\X. Since A is strongly connected, it 
contains a path n = u\... Uk such that x = ui and y = Uk- If 7r is also a path 
of N\X then there is nothing to be shown. Otherwise we shall find another 
path of N\X which also leads from x to y. 

Let U j + i and ifj_i be the first and last elements of n that belong to X (they 
may be the same node). By the maximality of X, Ui and Uj do not belong 
to Ax - Since the net generated by all nodes of T-components in C \ { A x } is 
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strongly connected, it contains a path u% V\... vi Uj Since this net is a subnet 
of N\X, this path is also contained in N\X. So the path 

x . . . in Vi... Vi Uj.. .y 

leads from x to y in N\X. • 

Using this result, we shall now prove that, given an arbitrary non-atomic, well-
formed free-choice net, a rule of the kit {4>A, 4>S, <PT} can be applied. This result 
implies the completeness of the kit, as follows. After the application of (/>A, 4>S or 
4>T to a source well-formed net, the target net is also well-formed, and has moreover 
fewer nodes than the source net. Therefore, an exhaustive application of the rule to 
a well-formed free-choice net yields an atomic well-formed free-choice net. 
We first show that if a net is well-formed, the conditions of application of the rules 
can be simplified. Recall for the next proofs that well-formed nets are strongly 
connected by the Strong Connectedness Theorem, and contain at least one place 
and one transition. 

Proposition 7.12 

Let be a non-atomic well-formed free-choice net. Then 

(1) 4>A can be applied iff Af contains a place s and a transition t such that 
s* = {t}, 't = {s} and s f. 

(2) (f>s can be applied iff Af contains a place s such that Af\{s } is strongly 
connected. 

(3) (j>r can be applied iff Af contains a transition t such that N\{t} is strongly 
connected. 

Proof: 

(1) (=£•): Follows from the definition of <$>A-

(<=): We show that s and t satisfy the conditions of application of <f>A- Since 
Af is well-formed, it is strongly connected, and so "s ^ 0 and t' ^ 0. By 
assumption, s* = {t} and *t = {s}. So Conditions 1 and 2 hold. 
Assume that Condition 3 does not hold. Then, there exist u G *s and ret' 
such that (u, r) is an arc of Af. We prove s € t', which contradicts the 
hypothesis. By the T-coverability Theorem, N is covered by T-components. 
Let Afi be a T-component of Af which contains the transition u. It follows 
from the definition of a T-component that Afi also contains s and r. Since t 
is the only output transition of s in N, Ni also contains t. Therefore both t 
and u are input transitions of r. Since r has exactly one input transition in 
Afi, we have t = u, and therefore s £ t*. 
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(2) (=»): Assume that <F>S can be applied. Then the target net is N\{S} for 
some place S. Since (J>S is strongly sound, N\{S} is well-formed, and therefore 
strongly connected. 

(<=): We first prove that N contains at least two places. Assume that A only 
contains the place S. Since N\{S} is strongly connected, N contains exactly 
one transition. But a well-formed net containing exactly one place and one 
transition is atomic, which contradicts the hypothesis. 

We now show that S is nonnegative linearly dependent. By Corollary 7.9(3), 
the net N\{S} is also well-formed. By the Rank Theorem, both N and N\{S} 
have a positive S-invariant, say I and I. Assume without loss of generality 
I(R) > I(R) for every place r of N\{S} (multiply I by an adequate positive 
constant if necessary). Assume further that s is the last row of N. 

Define 

r—7S) / + ( 7 0 ) 

where (10) is obtained by appending a zero entry to I. 

Clearly, (I 0) is an S-invariant of N. Therefore, since S-invariants form a 
vector space, I' is also an S-invariant. By construction, we have, I'(S) = —1 
and I'(R) > 0 for every place R ̂  S. 

Let A be the vector which coincides with I' except in the entry corresponding 
to the place S, for which A(S) = 0. Then A is nonnegative. Moreover, A-N = s. 
So S is nonnegative linearly dependent. 

(3) Similar to (2), exchanging places and transitions, and substituting T-invariants 
for S-invariants. • 

Theorem 7.13 COMPLETENESS THEOREM 

Let A7 be a non-atomic, well-formed free-choice net. Then a reduction rule of the 
kit {<f>A, (j>Si 4>T} is applicable to N. 

Proof: 
Consider three cases: 
Case 1. A7 is both a T-net and an S-net. 
Then A7 is a circuit. By Proposition 7.12(1), 4>A can be applied. 
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Case 2. N is not a T-net. 

By Proposition 7.11, N contains a CP-subnet TV = (S,T,F). Let be the unique 
way-in transition of N. 

We first claim that no input place of TIN belongs to S. By the definition of a way-
in transition, some input place S of does not belong to S. Since N \ (S U T) 
is strongly connected, S has some output transition T £ T. Let R be an arbitrary 
input place of By the free-choice property, R is an input place of T. Since N is 
transition-bordered and t ^ T w e get R S. 

Now, the proof is divided into three parts: 

(a) If \S\ = 0, then <F>R is applicable. 

Since CP-subnets are connected, \S\ = 0 implies that N = (0, 0). By 
the definition of a CP-subnet, N\{TIN} is strongly connected. Now apply 
Proposition 7.12(3). 

(b) If 0 < \S\ < 2{\F \ - 1), then D>A is applicable. 

Every transition of N, with the exception of has at least one input place 
in S. By the claim above, TIN has no input places in S. Moreover, since N is 
a T-net, the places of S have exactly one output transition. Then, since less 
than 2(\T\ — 1) input places have to be distributed among \T\ — 1 transitions, 
some transition T of T has exactly one input place S in S. Moreover, T is not 
a way-in transition, and therefore S is the only input place of T. Since N is a 
T-net, T is the only output transition of S. Finally, we have S ^ T*, because 
otherwise T is the only input transition of S and then every path ending with S 
or T starts with S or T, which contradicts that N is strongly connected. Apply 
now Proposition 7.12(1). 

(c) If 0 < |5| > 2(\F\ - 1), then (J>S is applicable. 

We shall prove that S contains a place S such that the net N\{S} is strongly 
connected. The result follows by Proposition 7.12(2). 

Since N is strongly connected, every node of T belongs to some path leading 
from TIN to a way-out transition. We construct a subset R of S which will have 
the following property: 

Every node of T belongs to some path leading from UN to a way-out 
transition, AND CONTAINING ONLY PLACES OF R. 
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Divide the transitions of T into the way-in transition T{N, the way-out transi­
tions different from TIN, which we call TOUT, and the rest, which we call TREST. 
For every transition T of TREST, select a path N(UN,T) from £,„ to T and another 
path 7r(£, TOUT) from £ to a transition of TOUT, both of minimal length. Put in R 
the predecessor of T in the path 7r(£,„, T) and its successor in the path 7t(£, TOUT). 

Moreover, for every transition T of TOUT, select a path 7r(£in, T) from TIN to £, and 
put in R the predecessor of T in 7r(£j„, £). 

Let i be a node of N. We construct inductively a path leading from i to a 
way-out transition. Take X as the first element of the path, and then proceed 
as follows: 

- if the last element of the path constructed so far is a place s, then add 
to the path its unique output transition; 

— if the last element is a non-way-out transition T, then add to the path its 
successor in the path 7r(£, TOUT)', 

This procedure terminates, because for every three consecutive nodes 1ST' of 
the path, where T and T' are transitions, the length of N(T', T ^ ) is smaller than 
the length of 7r(£, TOUT) by the minimality of the paths. 

By a similar procedure, we can construct a path leading from the way-in 
transition to X (we start this time with the last node, and construct the path 
backwards). 

To prove that R is a proper subset of S, we first claim that the set T o u t is 
nonempty. Since N is strongly connected and since S is nonempty, there is a 
minimal path from some place S of N to a way-out transition. Since £*n has 
no input places in S, this way-out transition is not TIN and therefore belongs 
to TOUT. So TOUT is nonempty which proves the claim. 

Now we have 

\R\ = 2 \TREST\ + |T0Ut| (definition of R) 
< 2 (|Tres4| + | T^t |) (TOUT is nonempty) 
= 2J|T| - 1) (F = {TIN}UTRE9TUTOUT) 

< \S\ (hypothesis) 

Let S be a place of S \ R, which exists because R is a proper subset of 5. We 
claim that the net N\{S} is strongly connected. Since N is strongly connected 
it suffices to show that N\{S} has a path N leading from the unique input 
transition U of S to the unique output transition V of S. 
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Take a path from u to a way-out transition of N containing only places of R, 
extend it first with a path leading to the way-in transition tin containing no 
nodes of N and then extend it with a path leading from £ i n to v containing 
only places of R. The first and the third path exist by the definition of R. 
The second path exists since the net N \ ( S U T) is strongly connected. 

Case 3. N is not an S-net. 
Then N d is not a T-net. By the Duality Theorem, N d is well-formed and so, by 
Case 2, a rule is applicable to N d . Recall that the places of N are the transitions of 
N d and vice versa. An inspection of the rules shows that 

(Nd,Nd)£<t>Aifi(N,N)£<l>A, 

(Nd, Nd) G 4>s iff (A7, N) E <h, and 

(Nd, Nd) G <fr iff (N, N) G fa 

Therefore, since a rule is applicable to N d , the same holds for N . • 

7.5 Synthesis rules 
The inverse of a reduction rule can be used as a synthesis rule to generate complex 
nets starting from atomic ones. A net is synthesized by a kit of synthesis rules if it 
is reduced by their inverses. 
The formulation of the inverses of the reduction rules </>§, <j>r and 4>A is straightfor­
ward. However, as pointed out in the introduction, it is possible to exploit the fact 
that atomic nets are well-formed. While a reduction rule can only be useful if it is 
strongly sound, a synthesis rule only needs to be sound, because the application of 
sound rules to well-formed free-choice nets yields well-formed free-choice nets. 
By the definitions of strong soundness, the kit formed by the inverses of a strongly 
sound kit of reduction rules is also strongly sound. Since a sound kit suffices, we 
can try to weaken some rules, which may have the advantage that the conditions of 
application are easier to check. We show in this section that this is the case of the 
rule fa-
The conditions of application of fa require to find a nonnegative linearly dependent 
transition. This in turn needs to solve a system of linear inequalities in the non-
negative orthant. Although this is a polynomial problem, it is still time consuming. 
The following proposition allows us to do better. 
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Proposit ion 7.14 
Let N be a net and let t be a linearly dependent transition of N. If the net N\{t} 
has a positive T-invariant, then t is nonnegative linearly dependent. 

Proof: 
Since t is linearly dependent, there exists a vector A such that A(t) = 0 and N • A is 
equal to t, the column of t in the incidence matrix N. Let J be a positive T-invariant 
of N\{t}, and let fcbea number such that (A + k J) > Q. We have C • (A + k J) = t, 
which implies that t is a nonnegative linearly dependent transition. • 

We can now define the following synthesis rule. 

Rule 4 The rule ipr 

Let A = (S, T, F) and A = (S, f, F) be two free-choice nets. (A, N) G ipT if: 

1. s = s 
2. T = T u { i } (where t (£ T) 
3. F = F U F', where F' C ((S x {t}) U ({t} x S)) 
4. t is a linearly dependent transition of N 
5. mtUf ^ 0 in N 

In order to check if t is a (not necessarily nonnegative) linearly dependent transition, 
it suffices to solve an ordinary system of linear equations (using, for instance, Gauss 
elimination). Note that this is much easier than checking if t is nonnegative linearly 
dependent. 
We finally show the that is the inverse of <pr within the class of well-formed 
free-choice nets. 

Proposit ion 7.15 
Let N and N be free-choice nets. If N is well-formed then 

(Aq A ) e ipT iff (A7, N) G 4>T 

Proof: 
If A is well-formed then it has a positive T-invariant. It suffices to observe that then, 
by Proposition 7.14, a transition t of A is linearly dependent iff it is nonnegative 
linearly dependent. n 

Using this proposition, it is immediate to show that the kit {cV^1, <f>g , ipr} is sound. 
Moreover, it synthesizes all well-formed free-choice nets because the kit of its inverse 
is complete. The rule fig1 can be replaced by a weaker rule in a similar way. 
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Exercises 
Exercise 7.1 

Show - by exhibiting suitable counterexamples - that if any of the conditions of 
application of <f>A is dropped the resulting rule is no longer strongly sound. 

Exercise 7.2 * 
Let (N, M0), (N', be systems, where N = (S, T, F) and TV' = (5' , T", F'), and 
let / : T —> T" be an injective mapping. We say that (TV', MQ) simulates (N, Mo) 
(with respect to / ) iff there is a surjection /?: [M'0) —• [Mo) such that the following 
holds: 

(i) Mo = /?(M 0 ) . 
(ii) Suppose Mi = j3(M[), M'0 M{ and M 0 M i ; 

(a) whenever Mi -^-> M 2 then there exists M'2 G / 3 _ 1 ( M 2 ) and w G 7"* such 
that M[ M^ and f~\w) = t; 

f-Hvj) 
(b) whenever M[ M^ with w€T'*, then Mj • P(Mfi. 

(iii) For every M G [M 0) the set / ? _ 1 ( M ) is finite. 

Prove: 

1) If (TV7, M^) simulates (TV, M 0 ) , then (TV, M 0 ) is bounded iff (TV7, M 0 ) is bounded. 
2) If (N',Mi>) simulates (N,M0), then (/V,M0) is live iff for every t' G / ( T ) , t' is 

live in (N',M^). 

3) Let (TV, N)€<f>A, where TV = (5, T, F) and N = (S, f, F) and let s and £ be the 
place and the transition required by the definition of 4>A- Let / : T —> T be the 
identity on T (clearly, / is an injection). Let (3: [Mo) —> [M 0) be the surjection 
given by: 

M(r) = l M { r ) l f r ^ ' 
{ > \ M(r) + M{s) Href 

Let Mo be a live and bounded marking of N. Show that (TV, Mo) simulates 
(TV, Mo) with respect to / . 
Conclude that <f>A is strongly sound, even if the source and target net are allowed 
to be arbitrary nets, not necessarily free-choice. Notice that if you did not use 
the three conditions of application of 4>A in your proof of (3) then your proof is 
not completely correct (because of Exercise 7.1). 
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Exercise 7.3 

1) Prove that {4>A, </>T} is strongly sound and complete for S-nets. 

2) Prove that {4>A, fis} is strongly sound and complete for T-nets. 

Exercise 7.4 

Reduce the net underlying the vending machine of Chapter 1 to an atomic net. 

Exercise 7.5 

Find all the CP-subnets of the net of Figure 7.3 and of its dual net. 

Exercise 7.6 
Exhibit a well-formed, non-free-choice net N having a CP-subnet N = (S, T, T) 
such that the net N\(S U T) is not well-formed. 

Exercise 7.7 
Let A be a well-formed free-choice net, let Af be a CP-subnet of Af, and let Af 
be the subnet of Af generated by all the nodes that do not belong to Af. Prove 

Rank(N) = Rank(N) + Rank(N) 
(a solution to this exercise can be found in Chapter 9, Lemma 9.3). 

Exercise 7.8 
Given a relation F, define F(x <— y) as the result of substituting x by y in all 
the pairs of F. Define F\x as the relation obtained by removing from F all pairs 
containing the node x. 
Consider the following rule <f>'A. 

Rule 5 The rule <j)'A (merging of transitions) 

Let Af and N be free-choice nets, where N = (S,T,F) and N = (S,f,F). 
(N,N)E<t>'A if-' 

Conditions on Af: There exists s € S such that: 
1. |*s| = \S'\ = l,"s^ s* 
2. ( s * ) ' ^ 
3. '(s') = {s} 
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Fig. 7.7 The rule <j>'A 

Construction of N : Let { t } = s* and { u } = *s. 
4. S = S\ {s} 

5. f = {T\ {t, u}) U {£} (where i <£ T) 

6. F = F ( t < - i , u < - i ) \ s 

1) Show that <t>'A is strongly sound. 

2) Show that if (j>'A is applicable to a net, then so is (J>A-

3) Show that the kit {(p'A, <j>s, (for} is complete. 
<f>'A has the advantage of capturing more precisely than 4>A the idea of merging 
the occurrences of two transitions. However, it is not invariant under the dual 
transformation. 

Exercise 7 . 9 
Consider the following rule 4>"A. 

Rule 6 The rule (j)"A (merging of places) 

Let N and N be free-choice nets, where N = (S, T, F) and N = (S, f , F). 

{N,N)£<t>"A if: 

Conditions on N: There exists t € T such that: 

1. |»t| = |f| = 1, ' t ^ f 

2. •('£) ^ 0 
3- c t y = {t} 
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Fig. 7.8 The rule <j>"A 

Construction of N : Let { s } = t* and { r } = *t. 
4. S = (S\ {s, r } ) U {s} (where s $ S ) 

5. f = T \ { t } 

6. F = F(s s,r <— s) \ t 

1) Show that 4>"A LS strongly sound. 

2) Show that if <f)"A is applicable to a net, then so is <j>'A. 

3) Show that the kit {<j)"A, fa, fa} is complete. 
<f>"A has the advantage of capturing more precisely than <f>A the idea of hiding 
the occurrence of a transition. However, it is again not invariant under the dual 
transformation (in fact, the rules <p'A and <j>"A are dual of each other). 

Exercise 7.10 
Reduce the net of Figure 7.5 without transition t n to an atomic net using the 
kit {(f>'A, fa, fa}. Same for the kit {(j>"A, fa, fa}. 

Bibliographic Notes 
The results of this chapter are an improved version of some results of Esparza's 
Ph. D. Thesis [27] (see also [32] by Esparza and Silva and [30] by Esparza). In these 
references the rules are presented as rules on free-choice systems. Here we have 
chosen to present them as rules on free-choice nets for simplicity. 
The net of Figure 7.5 is a slight modification of the main example in Hack's Master 
Thesis [42]. The notion of simulation used in Exercise 7.2 is due to Best [6]. 
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Related work The use of (strongly sound) reduction rules as an analysis technique 
was first proposed and studied by Berthelot [3, 4, 5]. He provided a complete kit of 
rules for persistent systems, a behavioural generalization of T-systems. 
Genrich and Thiagarajan obtained in [40] a complete kit of rules for Bipolar Syn­
chronization Schemes. Bipolar Schemes can be seen as a subclass of free-choice 
systems. It has been conjectured that this is the subclass of free-choice systems 
without frozen tokens, but so far no proof exists. A free-choice system has frozen 
tokens if there exists a reachable marking M and a place s such that M(s) > 0 and 
M for some infinite sequence a which does not contain any output transition 
of s. Loosely speaking, during the occurrence of a the tokens on the place s are 
'frozen', because they are never used. 
Desel has studied the reduction problem for free-choice systems without frozen to­
kens in [20]. He provides four rules which reduce all and only the live and bounded 
free-choice systems without frozen tokens to either S-systems or T-systems. We de­
scribe here the "net part" of the rules, i.e., we omit how to obtain the marking of 
the target net as a function of the marking of the source net. 
The first rule is 4>A- The second rule removes a nonnegative linearly dependent 
place, but only when the linear combination has a particularly simple form: s = r 
for some other place r different from s. The third rule is the transition version of 
the second. The fourth rule is illustrated in Figure 7.9. It can be applied when there 

Fig. 7.9 One of Desel's rules 

are two transitions t and u such that ' t C u', \'t\ > 1, and every input place of t 
has some other input transition apart from u. The rule does not remove or add any 
node, it only changes the distribution of arcs: all the arcs leading from u to input 
places of t are removed, and new arcs leading from u to all the output places of t 
are added. However, this rule can only be applied a finite number of times if the 
net has a positive T-invariant. 
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It is not known if the fourth rule of [20] is necessary, i.e., if the kit containing only 
the other three rules can still reduce all the live and bounded free-choice systems 
without frozen tokens to S-systems or T-systems. 
Kovalyov provides in [56] a complete kit of three rules for the class of free-choice 
systems satisfying that some transition is contained in every T-component. We 
describe here only the "net part" of the rules, and change the description of [56] 
slightly to allow for a better comparison with <j>A, 4>S and fa- The first rule can 
be applied to nets containing a place s such that *s ^ 0 ^ («*)*, *(s*) = {s}, and 
(*s x (s*))' fl F = 0, where F is the set of arcs of the net. These conditions of 
application generalize those of the rule ^ 4 : the conditions on the transition t are 
replaced by identical conditions on the set s*. The target net is constructed in two 
steps: 

1. For every input transition t and every output transition u of s, add a new 
transition (t, u) satisfying *(t, u) = 't and (£, u)' = u*. Loosely speaking, the 
occurrence of (t, u) produces the same effect as the occurrence of the sequence 
t u. 

2. Remove the place s together with all its input and output transitions. 

Figure 7.10 shows an example of application. 

F i g . 7 . 10 One of Kovalyov's rules 

The second rule removes a place s such that s = 0 or s = r for some place r different 
from s. The third rule is the transition version of the first. 
The drawback of Kovalyov's kit of rules is that the number of reductions may be 
exponential in the size of the net. It is not known if the kit is complete for all 
free-choice systems. 
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Home markings 

A home marking of a system is a marking which is reachable from every reachable 
marking; in other words, a marking to which the system may always return. The 
identification of home markings is an interesting issue in system analysis. A con­
current interactive system performs some initial behaviour and then settles in its 
ultimate cyclic (repetitive) mode of operation. A typical example of such a design 
is an operating system which, at boot time, carries out a set of initializations and 
then cyclically waits for, and produces, a variety of input/output operations. The 
states that belong to the ultimate cyclic behavioural component determine the cen­
tral function of this type of system. The markings modelling such states are the 
home markings. 
In Section 8.1 we show that live and bounded free-choice systems have home mark­
ings. In Section 8.2 we prove a stronger result: the home markings are the reachable 
markings which mark all the proper traps of the net. 

8.1 Existence of home markings 
Definition 8.1 Home marking 

Let (N, M 0 ) be a system. A marking M of the net N is a home marking of 
(N, M0) if it is reachable from every marking of [Mo). 
We say that (N, M 0 ) has a home marking if some reachable marking is a home 
marking. 

Using the results of Chapter 3, we can easily prove the following proposition. 

Proposition 8.2 Home markings of live S- and T-systems 

Every reachable marking of a live S-system or a live T-system is a home marking. 

Proof: 
Let M be a reachable marking of a live S-system or a live T-system (N, M 0 ) . We 
prove that M is a home marking. 



170 Chapter 8. Home markings 

Let L be another reachable marking of (N, M 0 ) . By the Second Reachability The­
orem for S-systems (Theorem 3.8) and the Reachability Theorem for T-systems 
(Theorem 3.21), Mo agrees with M and L on every S-invariant of the net N. So L 
and M also agree on all S-invariants. By the same two theorems, M is reachable 
from L. • 

This proposition does not hold for live free-choice systems, not even for live and 
bounded ones. For instance, the initial marking of the system shown in Figure 8.1 
is not a home marking. In fact, it cannot be reached from any other (different) 
marking. However, the system does have home markings: one of them is the marking 
that puts one token in the places s7 and s8. This marking can be reached by the 
occurrence of the transitions t3 and ^6-

We show in this section that all live and bounded free-choice systems have home 
markings. The proof uses two preliminary results. The first one is Lemma 8.3, 
which states that in the case of bounded systems the existence of home markings is 
equivalent to a confluence property. Confluence properties are those of the form 

If two markings K and L of a net satisfy the property P, then K and L 
have a common successor, i.e., [K) C\[L) ^ 0. 

The other result is the First Confluence Theorem1 (Theorem 8.4), which states a 
confluence property of the live markings of free-choice nets. 

Lemma 8 . 3 
A bounded system has a home marking iff [K) n \L) ^ 0 for every two reachable 
markings K and L. 

Proof: 
(=»): Every home marking belongs to \K) n [L) by definition. 
(<£=): We prove that for every finite subset M of reachable markings, there exists a 
marking M which is reachable from every marking of M.. The result then follows 
by taking M. as the set of reachable markings of the system, which is finite by 
boundedness. 
The proof is by induction on the size of M. If Â f is the empty set, we are done. 
Otherwise, M contains some marking M'. By the induction hypothesis, there exists 
a marking M" reachable from every marking of M \ {M'}. Since the set [M') D [M") 
is nonempty by the assumption, it contains some marking M. Then M is reachable 
from every marking of A4. d 

xThe Second Confluence Theorem can be found in the next chapter. 
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Fig. 8.1 A live and bounded free-choice system which is not cyclic 

The First Confluence Theorem states that if two live markings K and L of a free-
choice net satisfy the equation 

L = K + N-X 

for some nonnegative integer vector X, then \K) n [L) ^ 0. For the proof, we 
construct two markings K' and V such that K —% K', L V and 

L' = A" + N • X' 

for some nonnegative vector X' smaller than A", i.e., A ' < X and A ' ^ A . Iterating 
this construction as long as necessary, we obtain two markings K" and L", reachable 
from K and L such that 

L" = K" + N • 0 = K" 

Since K" and L" coincide, they belong to [K) Pi \L). 

T h e o r e m 8 . 4 First Confluence Theorem 

Let N be a free-choice net. If K and L are two live markings of N such that 
L = K + N • X for some nonnegative integer vector A , then \K) n [L) ^ 0 . 

Proof : 
By induction on the sum A; of the components of X. 
Base, fc = 0. Then X = 0 , and K = L. 
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Step, k > 0. Let K • K' be an occurrence sequence of minimal length satisfying 
X(t) > 0. Such a sequence exists by the liveness of K. 
We claim that L enables a. It suffices to prove L(s) > K(s) for every place s in the 
pre-set of the transitions of a. 
Let t be an arbitrary transition that occurs in a, and let a = o\ t a2- Let s be an 
input place of t. Assume L(s) < K(s). Since L = K + N • X, we have X(u) > 0 
for some transition u 6 s*. By the free-choice property, u and t are enabled at the 
same markings. Therefore, o\ u is enabled at K. Moreover, it is shorter than a t, 
which contradicts the minimality of a t, and proves the claim. 
By this claim, there exists a marking L' such that L LI. We now have 

(Marking Equation) 
(L = K + N-X) 

7) 
(K -24 K', Marking Equation) 

The sum of the components of X — t is /c — 1. The induction hypothesis implies 
[A") n \U) + 0. Since K' and V are reachable from K and L, [K) n [L) ^ 0 . • 

T h e o r e m 8 . 5 Existence of home markings 

Live and bounded free-choice systems have home markings. 

Proof : 
Let (N, M0) be a live and bounded free-choice system. By Lemma 8.3, it suffices to 
prove [K) fl [L) ^ 0 for every two reachable markings K and L. 
Let K and L be two arbitrary reachable markings. Then, Mo —̂ > K and Mo L 
for some sequences o\ and cr2. By the Marking Equation 

K = M 0 + N -O^K L = M 0 + N - ox 

So we have 
L = K + N • (at - OK) 

The First Confluence Theorem cannot be applied yet, because the vector <JL — a~K 
may have negative components. To solve this problem, we take a positive T-invariant 
J of N, which exists because N is well-formed (Theorem 2.38), and a number k such 
that OL — OK + k J > 0. Then, we have 

L = K + 'N-(bTl-o^c + kJ) 

V = L + N • a 
= K + N • (a + X) 
= K + N -o^t + N • (X -
= K' + N-(X-~t) 

and so [K) Pi [L) ^ 0 by the First Confluence Theorem. • 



8.1. Existence of home markings 173 

Fig. 8.2 A live and bounded system with exactly two infinite occurrence sequences 

To finish the section we exhibit a live and bounded system without home markings. 
Let us first consider the system of Figure 8.2. This system has exactly two infinite 
occurrence sequences: 

t\ t2 ui h ( « 2 h t2 u\ t3)w 

Moreover, after ti or U\ have occurred, the initial marking cannot be reached again, 
and therefore it is not a home marking. However, the system does have a home 
marking, namely the marking reached by the sequences t\ t2 u\ £3 and u\. 

We now add some places and transitions and obtain the system of Figure 8.3, which 
is also live and bounded. 
This new system has more than two infinite occurrence sequences, but all of them 
still start either with £1 or with u\. Again, once ti or Ui have occurred, the initial 
marking cannot be reached again. Moreover, the intersection of the sets of markings 
reached by the sequences that start with t\ and u\ only contains the initial marking.2 

It follows that the system has no home markings. 

2 A l l t h e s e f a c t s c a n b e s h o w n b y direct c o n s t r u c t i o n of t h e r e a c h a b i l i t y r e l a t i o n . T h e s y s t e m 

h a s 21 r e a c h a b l e m a r k i n g s . 
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Fig. 8.3 A live and bounded system without home markings 

8.2 A characterization of the home markings 

We show that traps can be used to prove that a given marking is not a home 
marking. We will first consider an example. Let M 0 be the initial marking of the 
system shown in Figure 8.1. The set {s i , s 2 , S 4 , s5, s7, s$} is a trap, and is moreover 
unmarked at M0. The occurrence of t3 leads to a marking M which puts a token in 
sr, and therefore marks this trap. Since marked traps remain marked, Mo cannot 
be reached from M , which implies that M 0 is not a home marking. 

Proposition 8 . 6 A property of home markings 

A home marking of a live system (N, M 0 ) marks every proper trap of N. 

Proof: 
Let M be a home marking of (N,M0), and let 77 be a proper trap of N. Since 
liveness implies place-liveness, some reachable marking L marks R. Since M is a 
home marking, we have L —> M. Since marked traps remain marked, M marks 
the trap R. • 
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The rest of the section is devoted to proving that this necessary condition is also 
sufficient for live and bounded free-choice systems, a result called in the sequel the 
Home Marking Theorem: 

A reachable marking of a live and bounded free-choice system (N, Mo) is 
a home marking if and only if it marks every proper trap of N. 

We reduce the ' i f part of the Home Marking Theorem to a more convenient state­
ment using the following lemma: 

Lemma 8.7 

Let (N, M 0 ) be a system having a home marking M # and satisfying the following 
property: for every reachable marking K which marks all proper traps of A , if 
K L for some transition t, then L —• K. Then every reachable marking 
which marks all proper traps is a home marking. 

Proof: 
Let M be a reachable marking that marks every proper trap of N. We show that 
M is a home marking. 
Since MH is a home marking, it suffices to prove M# —> M . 
Since M is a reachable marking of (N, M 0 ) and MH a home marking, there exists 
an occurrence sequence 

M = Mj M 2 . . . ^ M„ MH 

Since M marks all proper traps of N and marked traps remain marked, all the 
intermediate markings M 2 , . . . , M„ and MH mark all proper traps of N too. By 
repeated application of the hypothesis, we get 

M H ^ M N - ^ % M 2 -U Mi = M 

which proves MH —* M. • 

Since live and bounded free-choice systems have home markings by Theorem 8.5, 
the ' i f part of the Home Marking Theorem reduces to: 

(A) If a reachable marking K of a live and bounded free-choice system 
marks all proper traps of the net, and K —> L for some transition t, 
then L ——» K. 
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We outline the proof of (A). To prove L —*-* K, we shall show that there exists an 
occurrence sequence 

K = K L ^ K 2 - ^ . . . U ^ K M ^ K M + L 

called in the sequel the AUXILIARY sequence, satisfying the following two properties: 

(1) for I = 1 , . . . , M — 1, the transitions T and UI belong to different clusters, and 

(2) for I = 1 , . . . , m, KI+1 K{. 

Since the net is a free-choice net, and by (1), the pre-sets of T and UI are disjoint 
for I = 1, . . . ,M — 1. Therefore, since K enables T, the transitions T and are 
concurrently enabled at the marking K{. So we get the picture of Figure 8.4. 

K = K i u j K 2 u 2 K 3 

L " i u m - l K m + 1 

Fig. 8.4 

By (2), this picture can be extended to the one of Figure 8.5, which contains a path 
leading from L to K\. Therefore L —*-* K, because K\ = K. 

* * * * * 

M F -
K m - 1 

t t 

H 
T 
1 

' R 
—P* R 

u m - l K m + 1 

Fig. 8.5 

Let us see how this works in an example. Let (N, K) be the free-choice system of 
Figure 8.6. The reader can easily check that this system is live and 1-bounded, and 
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s2 

.rr>°> 

t5 t6 

Fig. 8.6 A free-choice net and a home marking 

that the marking K marks all proper traps of A . Let L be the marking obtained 
by the occurrence of ti (L marks s2 and SQ). Making use of the 1-boundedness of 
(A, K), we represent a reachable marking by the set of places in which it puts one 
token; with this convention, K = {s\,se} and L = {s2, SQ}. 
We consider the auxiliary sequence 

{ s i , s 6 } { s i , s 5 } -^-> { s i , s 4 } { s 2 , s 4 } 

which satisfies (1) and (2): 

(1) t\ does not belong to the clusters of te and £5, and 

(2) {S2,S4} > { S 1 , S 4 } > {Sy,S5} > { S i , S 6 } -

We get {s2, s6} {si, s6} for a = t6t5 (t2 t3 t5) (ti t2 t3) (t4). 
In Lemma 8.9, we give a criterion for the construction of the auxiliary sequence 
which guarantees that property (2) is satisfied. The sequence itself is constructed 
in Lemma 8.10. 

T r a n s i t i o n o c c u r r e n c e s o f a c t i v a t e d T - c o m p o n e n t s 

It is easy to see that the statement (A) holds for live T-systems: by Theorem 8.2, 
K ——» L directly implies L —K for any reachable marking K. We show that the 
same property holds for activated T-components. Recall that a T-component Aq of 
a net N is activated at a marking M of A , if the system (Aq, M\Sl) is live, where 
Si is the set of places of Aq (Definition 5.19). 
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Lemma 8.8 

Let K be a marking of a net N which activates a T-component N\ of N. If 
K —L for some transition t of Afi, then L K. 

Proof: 
Let K\ and L\ be the restriction of K and L to the set of places of N\. Since JVi is 
a T-component of TV, we have K\ —Li. 
By the definition of an activated T-component, A"i is a live marking of A^. By 
Theorem 8.2, L\ -2-> K\ in N\ for some sequence a. Since A^ is a T-component, 
L -2-» K in AT. • 

We shall use the following criterion for the inductive construction of the auxiliary 
sequence: 

Extend the sequence constructed so far by a transition which belongs to 
a T-component activated at the current marking. 

By Lemma 8.8, a sequence constructed according to this criterion is guaranteed to 
satisfy the second property of the auxiliary sequence, namely that if 7Q ——• Ki+i 
belongs to the sequence then Ki+i ——» K{. In the system of Figure 8.6, the initial 
marking K activates the T-component generated by {s$, t4, se,te}, and enables the 
transition t6. This is the reason why we choose te as the first transition of the 
auxiliary sequence. 
We still need to prove that this criterion is always applicable. In fact, there are 
live and bounded free-choice systems in which no T-component is activated, and to 
which the criterion could not be applied (e.g. the system of Figure 8.1). However, 
we know that the first marking of the auxiliary sequence marks all proper traps, a 
property that the initial marking in Figure 8.1 does not enjoy. The first part of 
the following lemma shows that every marking which marks all traps activates some 
T-component, and therefore the criterion can be applied. The second part shows 
that we even have some freedom to choose this T-component, a fact that will be 
useful later. 

Lemma 8.9 
Let A be a well-formed free-choice net, let A be a marking of Af which marks all 
proper traps, and let a be a total allocation of Af. There is a T-component Afi 
of Af such that 

(1) Afi is activated at K, and 
(2) every transition of N\ enabled at K is a-allocated. 
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Proof: 
Throughout the proof, we say that a place is marked (unmarked) if it is marked 
(not marked) at the marking K. 
Let R be the set of unmarked places of A and let Q be the maximal trap of N 
contained in R. Since K marks all proper traps of A and Q is not marked, Q is the 
empty trap. Let C be the set of clusters containing places of R. By the Circuit-
free Allocation Lemma (Lemma 4.26), there exists an allocation 3 with domain C 
which is circuit-free for R. So no circuit of A contains only unmarked places and 
/3-allocated transitions. 
The transitions of a cluster c of N are enabled at K iff none of the places of c is 
unmarked, i.e., iff c D R = 0. We construct a total allocation 7 as follows: 

, , _ f a ( c ) if c PI i? = 0 (the transitions of c are enabled at K) 
1 3(c) if c f l R 7^ 0 (the transitions of c are not enabled at K) 

Since 7 is a total allocation, it is in particular cyclic. By the Cyclic Allocation 
T cr 

Lemma (Lemma 5.16) there exists an occurrence sequence K > such that a is 
infinite and its alphabet A(a) contains only 7-allocated transitions. 
By the Reproduction Lemma (Lemma 2.39), there is a semi-positive T-invariant J 
such that (J) C A(a). Let J' be a minimal T-invariant satisfying (J') C (J) . Since 
minimal T-invariants induce T-components (Theorem 5.17), there is a T-component 
Aq = (Si ,Ti ,Fi ) of N such that (J') = Tv Altogether we have 

Ti = («/') C (J) C A(a) 

Since A(a) contains only 7-allocated transitions, all transitions of Aq are 7-allocated. 
We now prove the two parts of the proposition. 

(1) Aq is activated at K. 

By definition, K activates Ax iff K\s1 (the restriction of K to Si) is a live 
marking of Aq. By the Liveness Theorem of T-systems (Theorem 3.15), K\s1 

is a live marking of Ai iff every circuit of Aq contains a place which is marked 
by K\s1. We prove indirectly that this is the case. 

Assume that a circuit of Aq contains only unmarked places. We prove that all 
its transitions are /3-allocated, which contradicts the circuit-freeness of Q for 
the set R of unmarked places. Let t be an arbitrary transition of the circuit. 
Since t is a transition of Ai , it is 7-allocated. Therefore, we have t = 7([s]) 
for the unique input place s of t that belongs to the circuit. Since s 6 R, we 
have 7([s]) = and therefore t is /3-allocated. 
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S2 S2 

Fig. 8.7 The system of Figure 8.6 and two allocations 

(2) Every transition of N\ enabled by K is a-allocated. 

Let t be a transition of Ni enabled at K. Since Ni contains only 7-allocated 
transitions, t is 7-allocated. Since K enables t, it marks every place of the 
cluster [t], and so [t] D R = 0. By the definition of 7 we have = a([f]), 
and therefore t is a-allocated. • 

Figure 8.7 illustrates this result. The figure on the left shows a total allocation 
a of the system (N, K) of Figure 8.6; a allocates every transition except t4. The 
allocation /?, not shown in the picture, allocates t2, £3 and t4. It is circuit-free for 
the set {s2, S 3 , s4, S5} of unmarked places. 
The marking K activates the T-component generated by { s 5 , £4, s 6 , te}. All its tran­
sitions are 7-allocated. The only one enabled at K is ^6 , which is also a-allocated. 

C o n s t r u c t i o n o f t h e a u x i l i a r y o c c u r r e n c e s e q u e n c e 

Recall that the auxiliary sequence must have K as first marking and t as last tran­
sition (the transition satisfying K —• L). We construct this sequence with the 
help of a total allocation a that points to the cluster [t] (more precisely, to the set 
of clusters {[£]}) and moreover allocates t. Then, the Pointing Allocation Lemma 
(Lemma 6.5) can be used to show that every occurrence sequence of sufficient length 
that agrees with a contains t. 
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In the example of Figure 8.7, the allocation a points to the cluster [ii], and every 
infinite occurrence sequence that agrees with a contains occurrences of t\. 

Lemma 8.10 

Let A" be a well-formed free-choice net, let t be a transition of A , and let K be 
a live marking which marks every proper trap of A . There exists an occurrence 
sequence 

K = K i ^ k 2 . . . *=z j K M -U Km+1 

satisfying 

(1) for i = 1 , . . . , m — 1, the transitions Ui and t belong to different clusters, and 
(2) for i — 1 , . . . , m—1, the marking A; activates a T-component which contains 

Ui, and Km activates a T-component which contains t. 

Proof : 
Since N is well-formed, it is strongly connected. By the first part of the Pointing 
Allocation Lemma 6.5, some allocation a, whose domain contains all the clusters of 
A except [t], points to {[i]}. The total allocation 0 defined by 

a(c) if c ^ [t] 
t if c = [t] 

also points to {[£]} and moreover allocates t. 
By Lemma 8.9, there is a T-component ATi = (S i ,T i , iq ) , activated at K, such 
that every transition of Aq enabled at K is /3-allocated. Moreover, since K\sl is 
a live marking of Aq, it enables at least one transition iq of Aq. Since Aq is a 
T-component, the marking K also enables u\ in A . Let K2 be the marking of 
A defined by K K2. Then K2 is again a live marking of A , and it marks 
all traps because marked traps remain marked. So we can apply Lemma 8.9 to 
K2. Repeating this construction infinitely often, we obtain an infinite occurrence 
sequence K = K\ -^-> K2 ——» A 3 —̂ > • • • such that 

• for i — 1 ,2,3, . . . , the marking A, activates a T-component which contains 
Ui, and 

• for i = 1 ,2,3, . . . , the transition is /3-allocated. 

Let a = U\U2Uz... Since A is well-formed and free-choice, the system (A, K) is 
bounded (Theorem 5.8(2)). By the second part of the Pointing Allocation Lemma, 
and since a contains only /?-allocated transitions, some transition of the cluster [t] 
occurs in a. Since 0([t]) = t, this transition is t. 
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Let m be the smallest number satisfying um — t, and let am = u\.. .um. The se­
quence <7 T O satisfies (2) because it inherits this property from a. Since the infinite 
sequence a contains only /3-allocated transitions and t is the only /^-allocated tran­
sition of [t], no transition of am except um belongs to [£]. So am satisfies (1). • 

T h e H o m e M a r k i n g T h e o r e m 

Theorem 8.11 Home Marking Theorem 

A reachable marking of a live and bounded free-choice system (N, Mo) is a home 
marking iff it marks every proper trap of N. 

Proof: 
(=»): Holds for arbitrary live systems by Proposition 8.6. 
(<*=): By Lemma 8.7, it suffices to prove: if a reachable marking K marks all proper 
traps of N, and K —L for some transition t, then L —*—> K. By Lemma 8.10, 
there exists an occurrence sequence 

K = K l ^ K 2 ^ ... "-^ Km Km+1 

such that 

(1) for i = 1 . . . m — 1, the transitions and t belong to different clusters; 

(2) for i = 1 . . . m, the marking 7Q activates a T-component which contains Ui, 
and Km activates a T-component which contains t. 

We prove separately L —Km+\ and Km+i —*-* K: 

• L —> A m + 1 . 
Ki enables t, because K\ = K and K enables t. By (1), the transitions Ui 
and t belong to different clusters for i = 1 . . . m — 1. In particular, u» removes 
no tokens from the places of [t], which implies that Ki enables the sequences 
t Ui and Ui t. Since these two sequences lead to the same marking, we have by 
repeated exchange of the transitions Ui and t 

. ui « 2 ... Um-l 

K-Uh • • Km+1 

• Km+i -̂ U K. 

By (2), we can apply Lemma 8.8 to the markings K\,..., Km+i and derive 

Km+1 Km • • • -U K2 Kx 

So A m + 1 -UKt = K. • 
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8.3 Derived results 
We show two consequences of the Home Marking Theorem. 

Theorem 8.12 Polynomiality of the home marking problem 
The following problem is solvable in polynomial time: 

Given a live and bounded free-choice system, to decide if a given reach­
able marking is a home marking. 

Proof: 
Let (N, Mo) be a live and bounded free-choice system, and let M be a reachable 
marking. We show that the condition of the Home Marking Theorem can be tested 
in polynomial time in the size of the net N. Let R be the set of places of N which 
are not marked by M. Every proper trap of N is marked by M iff the only trap 
contained in R is the empty trap. The algorithm given in Exercise 4.5 computes the 
maximal trap contained in a given set of places. Therefore, every proper trap of N is 
marked by M iff this algorithm, applied to R, yields the empty set as output. Since 
the algorithm runs in polynomial time in the size of N, the result follows. • 

This theorem implies in particular that it can be decided in polynomial time if the 
initial marking of a live and bounded free-choice system is a home marking. Systems 
satisfying this property are called cyclic and will be studied in the next chapter. 

Theorem 8.13 Occurrence sequences that reach a home marking 
Any occurrence sequence of a live and bounded free-choice system which contains 
each transition at least once yields a home marking. 

Proof: 
Since every place of a live and bounded system has an input transition, every proper 
trap becomes marked during the occurrence of the sequence. Since marked traps 
remain marked, every proper trap is marked when it ends. Apply then the Home 
Marking Theorem. 1=1 

Exercises 

Exercise 8.1 
Prove that every bounded system (N, M 0 ) has a reachable marking M which is 
a home marking of (N, M ) . 
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Exercise 8.2 
Exhibit a system (N, M0) which has home markings, but also an infinite sequence 
MQ(J such that none of the markings reached along the occurrence of a is a home 
marking. 

Exercise 8.3 

1) Prove using a trap that the initial marking of the system shown in Figure 8.2 is 
not a home marking. 

2) Prove that the system of Figure 8.3 has no home markings. 

Exercise 8.4 

Prove that if the null marking is a home marking of a live system, then the system 
contains no proper traps. 

Exercise 8.5 * 
Try to find a live and bounded system without home markings with fewer nodes 
than that of Figure 8.3 (if you succeed, please send it to the authors!). 
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Cherkasova and Desel use it in [9] to give a compositional characterization of those 
markings M of a well-formed free-choice net N that are home markings of the system 
(N,M). 



CHAPTER 9 

Reachability and shortest 
sequences 

We obtained in Chapter 3 a very satisfactory characterization of the reachable mark­
ings of live S-systems and live T-systems: a marking is reachable if and only if it 
agrees with the initial marking on all S-invariants. We also showed in Chapter 2 
that, given an arbitrary system (N, Mo), a marking M of N agrees with M 0 on all 
S-invariants if and only if the equation 

M = M 0 + N • X 

has a (rational-valued) solution. Together, these two results reduce the reachability 
problem for live S- and T-systems to the problem of solving a system of linear 
equations. 
The relation "agree on all S-invariants" no longer characterizes the reachable mark­
ings of live free-choice systems, not even of live and bounded ones. Consider the net 
of Figure 9.1 and the live and bounded markings K, which puts tokens on S3 and 
S6 (black tokens), and L, which puts tokens on S4 and S5 (white tokens). These two 
markings agree on all S-invariants, because the vector ( 1 1 2 0 0 2 2 ) is a solution 
of the equation L — K + N • X. However, L is not reachable from K and K is not 
reachable from L. 
Still, the relation "agree on all S-invariants" is useful to characterize the reachable 
markings of live, bounded and cyclic free choice systems. A system is cyclic if its 
initial marking is a home marking. In the first section of this chapter we obtain the 
following result, called the Reachability Theorem: 

The reachable markings of a live, bounded and cyclic free-choice system 
are those which agree with the initial marking on all S-invariants and, 
moreover, mark all proper traps of the net. 

In the second section we prove the Shortest Sequence Theorem for free-choice sys­
tems, a companion of the Shortest Sequence Theorems for S- and T-systems pre­
sented in Chapter 3: 
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• Tokens of the marking K 

O Tokens of the marking L 

t7 

Fig. 9.1 A free-choice net and two live and bounded markings 

Every reachable marking of a live and b-bounded free-choice system with 
n transitions can be reached from the initial marking by an occurrence 
sequence of length at most 

n • (n + 1) • (n + 2) 

9.1 The Reachability Theorem 
We shall prove the Reachability Theorem as a corollary of the Home Marking The­
orem (see Chapter 8) and the following result: 

If two live and bounded markings of a free-choice net agree on all 
S-invariants, then they have a common successor. 

We call this result the Second Confluence Theorem, because it is similar to the First 
Confluence Theorem (Theorem 8.4). Both state that two markings K and L of a 
free-choice net N have a common successor, but under different conditions. In the 
First Confluence Theorem 

(i) K and L must be live markings, and 

(ii) the equation L = K + N • X must have a nonnegative, integer solution X. 
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In the Second Confluence Theorem 

(i') K and L must be live and bounded markings, and 

(ii') they must agree on all S-invariants. 

K and L agree on all S-invariants if and only if the equation L — K + N • X has a 
rational-valued solution (Theorem 2.34). So the Second Confluence Theorem refines 
the First in the following sense: if K and L are not only live, but also bounded 
markings, then in order to ensure that they have a common successor it suffices 
to find a rational-valued solution of the equation L = K + N • X, instead of a 
nonnegative, integer one. 
The proof of the Second Confluence Theorem can be outlined as follows. If the net 
is a T-net, then the Reachability Theorem for T-systems ensures that K and L are 
reachable from each other, and therefore any of them is a common successor of both. 
If the net is not a T-net, then it contains a CP-subnet (CP-subnets were defined 
and studied in Chapter 7). We let transitions of this CP-subnet occur from both K 
and L, in such a way that the projections of the two reached markings K' and L' 
on the places of the subnet are equal. After that we "freeze" the transitions of the 
CP-subnet, i.e., we forbid them to occur again. Since CP-subnets are transition-
bordered, we preserve in this way these locally equal markings. If the rest of the net 
is a T-net, then we are done. Otherwise, it contains a CP-subnet, and we iterate the 
procedure until we get two markings which coincide everywhere, and are therefore 
the same. This marking is a common successor of K and L. 
Let us see how this construction works in the example of Figure 9.1. We select 
the CP-subnet N shown in Figure 9.2(a), and let the transitions £3 and £4 occur 
from the markings K and L, respectively, to yield the markings K' and L' shown in 
Figure 9.2(b). Notice that K' and L' coincide on the net N (they are both the zero 
marking there). 
Let N be the subnet generated by all nodes that do not belong to N. Let K' and L' 
be the markings K' and V respectively, restricted to the places of N (Figure 9.2(c)). 
Both (N, K') and (N, L') are live and bounded T-systems. We have 

_ . t 6 tT fa tg ^ _ 

Since no transitions of N occur in the sequence te £7 £2 £6, and A is a transition-
bordered subnet of N, we also have in N 

Therefore, L' is a successor of both K and L. 
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a a (a) (b) (c) 

Fig. 9.2 The procedure applied to the markings of Figure 9.1 

In this example it was easy to find occurrence sequences leading to markings K' and 
L' which coincide on N. To find such sequences in the general case we profit from 
the results on CP-subnets obtained in Chapter 7: 

The markings K and L enable two occurrence sequences that contain 
only non-way-in transitions of N, and lead to two markings K' and L' 
at which none of these transitions is enabled 
(was proved in Proposition 7.8(1)) 

K' and V coincide in N, i.e., K' = L' 
(will be proved in Lemma 9.2) 

In order to use induction, we also have to show that the systems (TV, K') and (N, L') 
enjoy the same properties as (N, K) and (N, L): 

(N, K') and (N, L') are live and bounded free-choice systems 
(was proved in Proposition 7.8(2)) 

K' and L' agree on all S-invariants of N 
(will be proved in Lemma 9.4) 
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We fix the following notations for the rest of the proof: 

• N is a well-formed free-choice net, but not a T-net. 

• N is a CP-subnet of N (which exists by Proposition 7.11), N its incidence 
matrix, T is its set of transitions, and tin is its unique way-in transition (the 
uniqueness of tin is guaranteed by Proposition 7.10). 

• N is the subnet of N generated by the set of nodes that do not belong to N 
(N is a well-formed free-choice net by Corollary 7.9(1)) and N is its incidence 
matrix. 

• The restriction of a marking M of N to the places of N is denoted by M, and 
the restriction of M to the places of N by M. 

• K and L are live and bounded markings of N which agree on all S-invariants. 
CJK and <JL are occurrence sequences enabled at K and L, containing only tran­
sitions of T \ {tin}, and leading to markings K' and L' at which no transition 
of T \ {tin} is enabled. 

Our first goal is to prove K' — L'. We need the following lemma. 

Lemma 9.1 

For every transition t of N, there exists a path from £ i n to t inside N whose places 
are unmarked at K'. 

Proof: 
This path is constructed backwards by choosing for each place its unique input 
transition, and for each transition different from Un one of its unmarked input places 
(which exist, because no transition of N except possibly tin is enabled at K'). 
This construction terminates, because otherwise (N, K') would contain an unmarked 
circuit in which all places have exactly one input transition. The places of such a 
circuit are a siphon of N. Since K is a live marking, the marking K' is also live and 
marks all proper siphons (Theorem 6.17(h)), a contradiction. 
Since N is transition-bordered, the construction must end at the unique way-in 
transition of N, i.e., at Un. • 

Lemma 9.1 also holds after substituting L' for K' because both markings enjoy the 
same properties. 
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O Tokens of L' 

Fig. 9.3 Illustration of the proof of Lemma 9.2 

Lemma 9.2 

K' = L>. 

Proof: 
By assumption, K and L agree on all S-invariants. Since K —> K' and L L', 
the markings K' and Lf also agree on all S-invariants. 
We prove K'(s) = L'(s) for every place s of N. We proceed indirectly and assume 
without loss of generality K'(s) > L'(s) for some place s of N. Then, in particular, 
K'(s) > 0. We shall construct an S-invariant I such that I • K' / I • L', which 
contradicts the assumption that K' and L' agree on all S-invariants. 
Since N is transition-bordered and a T-net, the place s has a unique input transition 
u and a unique output transition v. By Lemma 9.1, there exists a path iru inside 
N, leading from tin to u, whose places are unmarked at L', and there exists a path 
7rv, leading from tin to v, whose places are unmarked at K'. In particular, since 
K'(s) > 0, the place s does not belong to TTV. We can further assume that no node 
appears in TTU or TTV more than once (see Figure 9.3). 
Define the place-vectors Iu, Is and of N as follows 

j rr\ _ / 1 if ^ is in 7TU j , » _ f 1 if r = s 7 = f 1 if r is in 7rw 

I 0 otherwise [ 0 otherwise 1 0 otherwise 

Define further I = Iu + Is — Iv. For the T-net of Figure 9.3, the entries of I are 
shown in boldface. 
We claim that I is an S-invariant. It follows from the definitions of / „ , 7S and 
that I • M is equal to the number of tokens in the places of the path nu s v minus 
the number of tokens in the places of nv. Observe that both paths start and end 
at the same nodes (tin and v, respectively). Moreover, each place in these paths 
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has exactly one input transition and exactly one output transition, because N is 
transition-bordered and a T-net. Therefore, the occurrence of a transition t induces 
the same change in the number of tokens in 7r u S V and irv (either the two paths 
gain one token, or the two lose one token, or none of the two changes). So we have 
/ • t = 0 for every transition t. This implies / • N = 0, which proves the claim. 

Since the places of nv are unmarked at K', and the places of iru are unmarked at L', 
we have 

I• K' = (Iu + Is)-K' > 1,-K' = K'(s) 
IV = (Is — Iv) • L' < Is-V = L'(s) 

Since K'(s) > L'(s) by assumption, we obtain I • K' > I • L', which finishes the 
proof. • 

The next step is to prove that K' and U agree on all S-invariants of N. We need 
the following lemma: 

Lemma 9.3 

Rank(N) = Rank(N) + Rank(N). 

Proof: 

Since N has exactly one way-in transition £ i n , every cluster of N is either a cluster 
of N, or a cluster of N, or the cluster [tin], which contains elements of both N and 
N. So we have 

|C„| = ( | C f r | - l ) + ( | C k | - l ) + l 

where CV, CJJ and CN denote the set of clusters of N, N and N. Since N and N 
are well-formed free-choice nets, we obtain by the Rank Theorem 

Rank(N) = \CN\-1 and Rank(N) = \CW\ - 1 

Therefore 
Rank(N) = Rank(N) + (\CR\ - 1) 

Every cluster of N contains at least one transition, because N is transition-bordered 
and N is strongly connected, and at most one transition, because A7 is a T-net. So 
\Cff \ = \T\, where T is the set of transitions of N. 

Since A7 is a connected T-net, every T-invariant of A is a multiple of the vector 
( 1 . . . 1) (Proposition 3.16). Hence, we have Rank(N) = \ F \ - 1 = |C#| - 1. • 
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Lemma 9.4 
K' and L' agree on all S-invariants of N. 

Proof: 
By Theorem 2.34, we have: 

• Since K' and L' agree on all S-invariants of N, the equation N • X = L' — K' 
has a rational-valued solution. 

• To prove that L' and K' agree on all S-invariants of N, it suffices to show that 
the equation N • X = L' — K' has a rational-valued solution. 

It is a well-known result of linear algebra that an equation system A • X = B, where 
A is a matrix and B a vector, has a solution if and only if the rank of A is equal to 
the rank of the matrix [A B] obtained by adding B to A as rightmost column. 
Define J = V - K' and J = V - K1. Then we know 

Rank(N) = Rank( [N J]) 

and wish to show 

for some matrix A. Since K' and L' coincide on the places of N, the entries of J 
corresponding to places of N are zero. So we get 

From the form of this decomposition we can conclude 

Rank(N) = Rank( [N J]) 

Assume without loss of generality that the first rows of the matrix N correspond 
to the places of N and its first columns to the transitions of N. Then, since N is 
transition-bordered, N can be decomposed in the following way: 

RankQN J]) > Rank(N) + Rank([N J]) 

Therefore, we have 

Rank(N) = ] = Rank(N) - Rank(N) (Lemma 9.3) 

= Rank( [ N J ] ) - R a n k ( N ) (Rank(N) = Rank( [N J])) 

> Rank( [NJ] ) (matrix decomposition of [N J]) 

Rank([NJ]), which finishes the proof. So Rank(N) • 
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We now collect all the results we have obtained and prove the Second Confluence 
Theorem according to our proof plan; the only point in which the plan has to be 
refined is the choice of the induction parameter. 

T h e o r e m 9 . 5 Second Confluence Theorem 
If two live and bounded markings K and L of a free-choice net N agree on all 
S-invariants, then [K) n \L) ^ 0. 

Proof : 
Let A = (S, T, F). We prove the result by induction on 

* = £ ( M + i « ' i - 2 ) 
ses 

Since A has live and bounded markings, it is well-formed, and therefore strongly 
connected. So every place has some input transition and some output transition. 
Therefore, k is nonnegative. Moreover, k is equal to 0 iff A7 is a T-net. 
Base, k = 0. Then A is a T-net. By the Reachability Theorem for T-systems 
(Theorem 3.21), the markings K and L are reachable from each other, and therefore 
any of them is a common successor of both. 
Step. k> 0. Then A is not a T-net. By Proposition 7.11, A has a CP-subnet N. 
Let T be the set of transitions of A . 
By Proposition 7.10, A has exactly one way-in transition tin. By Proposition 7.8, 
there exist two occurrence sequences ax, &L containing only transitions of T\ {Un}, 
and leading to markings K', L' at which no transition of T \ {tin} is enabled. We 
show that the induction hypothesis can be applied to A , K' and L', where K', L' 
are the projections of K', V onto the places of A . By Proposition 7.8, (A, K') and 
(A, L') are live and bounded free-choice systems. By Lemma 9.4, K' and L' agree 
on all the S-invariants of A . It remains to prove k < k, where k is the value of the 
induction parameter for A . Since A is a subnet of A , we have k < k. To prove 
k ^ k, observe that A is a place-bordered subnet and so, e.g., the input places of 
tin have less output transitions in A than in A . 
By the induction hypothesis, there exist two occurrence sequences of N 

W^-tM and 17 — M 

leading to the same marking M. Since N is transition-bordered, A is place-bordered. 
Therefore, GK1 and ay can also occur from K' and L' in the net A , without changing 
the markings on the places of A . So we have 

K'-^K" and V ——* L' 
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where 
M(s) if s belongs to 77 

'(s) if s belongs to N 
K " ( \ _ / M ( s ) i f s b e l ° n g s to 77 „ f Ml 

[ S > \ K'(s) if s belongs to N { S ) \ L'( 

By Lemma 9.2, K'(s) = K'(s) = L'(s) — L'(s) for every place s of N, and so 
K" = L". Then we have K • K" and L > K", which proves the result. 

We now prove the Reachability Theorem as a corollary of the Home Marking The­
orem and the Second Confluence Theorem. 

Theorem 9.6 Reachability Theorem 

Let (N, Mo) be a live and bounded free-choice system, which is moreover cyclic 
(i.e., MQ is a home marking). A marking M is reachable from M0 iff M and M0 

agree on all S-invariants and M marks every proper trap of N. 

Proof: 
(=>•): Assume that M is reachable. Then it agrees with Mo on all S-invariants by 
Theorem 2.33. Since (N, M 0 ) is cyclic, Mo is a home marking. Since M is reachable 
from Mo, it is also a home marking. By the Home Marking Theorem, M marks 
every proper trap of N. 
(<=): By the Second Confluence Theorem, the set [M 0 )n[M) contains some marking, 
say L. By the Home Marking Theorem (Theorem 8.11), M is a home marking of the 
system (N, M ) , and therefore L M. Since M 0 L, we get M 0 M. • 

An immediate consequence of this result is that the reachability problem of live, 
bounded and cyclic free-choice systems can be solved in polynomial time. 

Theorem 9.7 The reachability problem of live, bounded and cyclic systems 
The following problem is solvable in polynomial time: 

Given a live, bounded and cyclic free-choice system (A, Mo) and a 
marking M of N, to decide if M is reachable from Mo-

Proof: 
Whether M and Mo agree on all invariants can be decided in polynomial time by 
solving a system of linear equations (Theorem 2.34). Whether M marks all proper 
traps of N can also be decided in polynomial time (see Theorem 8.12). • 

It is an open question if this result also holds for non-cyclic, live and bounded 
systems. 
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tl si t2 

a < t3 
t4 < t5 

s2 t5 s3 

Fig. 9.4 A system and a conflict-order 

9.2 The Shortest Sequence Theorem 
The Shortest Sequence Theorem for T-systems (Theorem 3.27) states that, given a 
live and 6-bounded T-system (N, M 0 ) with n transitions and a reachable marking 
M , there exists an occurrence sequence Mo -^-» M such that the length of a is at 
most 

(n - 1) • n  
b ' 2 

The Shortest Sequence Theorem for free-choice systems, which we prove in this 
section, states that for a live and 6-bounded free-choice system with n transitions, 
the bound on the length of a is 

, n • (n + 1) • (n + 2) 
b 6 

The proof is based on the following two notions. 
Definition 9.8 Conflict order, ordered sequence 

Let A be a net and let T be the set of transitions of N. A conflict order -<C-TxT 
is a partial order such that two transitions t and u are comparable (i.e., t -< u or 
u •< t) i f f ' t D 'u 0. \i u <t and u^t, then we write u -<t. 
A sequence of transitions a is ordered with respect to a conflict order -<, or just 
^-ordered, if u -< t implies that u does not occur after t in a. The sequence cr is 
ordered if it is ordered with respect to some conflict order. 

Consider the system of Figure 9.4. It has three clusters, namely c\ = {s±,t2,t3}, 
c2 = {s2,ti}, and C3 = { 5 3 , £ 4 , £ 5 } . The sequence t2 t5 t\ £3 is ordered, because it 
is ordered with respect to the conflict order shown in the figure. On the contrary, 
the sequence £3 £1 £2 £4 £3 is not ordered. To prove it, observe that £ 2 occurs after £3 
and £3 occurs after £2. Since any conflict order satisfies either £ 2 -< £3 or £3 -< £ 2 , this 
sequence cannot be ordered with respect to any conflict order. 
With the help of these definitions and the following lemma, we can reduce the 
Shortest Sequence Theorem to a simpler assertion. 
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L e m m a 9.9 

Let (TV, Mo) be a ^-bounded system with n transitions, and let Mo -^-* M be 
an occurrence sequence such that r is ordered. There exists another occurrence 
sequence Mo -^-> M such that the length of a is at most 

n • (re + 1) • (re + 2) 
6 

Proof: 
Let k be the number of distinct transitions occurring in r. We show that there exists 
an occurrence sequence M 0 -2-> M such that the length of a is at most 

, k-(k + l)- (k + 2) 
6 6 

The result then follows because k < n. 
We proceed by induction on k. 
Base : k = 0. Then r is the empty sequence, and there is nothing to be shown. 
Step : k > 0. Let T\ and r 2 be sequences such that r = n r 2 and n is the 
maximal prefix of r which is a biased sequence (Definition 3.22). Recall that 
in a biased sequence no two different transitions of the same cluster occur. Let 
Mo —> M\ —M. By the Biased Sequence Lemma (Lemma 3.26), there is an 
occurrence sequence M0 — M i such that the length of o~\ is at most 

. k-(k + l) 
b ' 2 

If Mi = M , then we may take a — a\, because 

. fc-(fc + l ) ^ . k • (k + 1) • (k + 2) 
o • < o • 

2 6 
If Mi ^ M , then r 2 is nonempty. Let t be the first transition of r 2 . Since the 
sequence T\ is maximal, it contains a transition u of the cluster [t] (otherwise, the 
sequence T\ U would also be biased). Since r is ordered, u does not occur in r 2 . So 
the number of distinct transitions occurring in r 2 is at most k — 1. By the induction 
hypothesis, there exists an occurrence sequence Mi M such that the length of 
CT2 is at most 

(k- 1) -k- (fc + 1) 
6 

Define cr = <7i cr2. Then M 0 -^-> M and the length of a is at most 
fc- (fc + 1) ( f c - 1) - fc - (fc + 1) _ ft fc- (fc + 1) • (fc + 2) 

2 6 6 
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By this lemma, the Shortest Sequence Theorem can be reduced to the following 
assertion 

Every reachable marking of a live and bounded free-choice system can be reached by an ordered occurrence sequence. 
Given a reachable marking M of a live and bounded free-choice system (N, Mo), we 
have to find a conflict order ^ and an occurrence sequence Mo ——» M such that r is 
^-ordered. Since M is reachable, we know that there exists an occurrence sequence 
Mo -^-» M. We use the sequence a as a guide to find both the conflict order X and 
the sequence r. More precisely, the sequence r will be a ^-ordered permutation of 
a. Then, in order to show that M 0 — M is an occurrence sequence, it suffices to 
prove that r is enabled at Mo- The fact that r leads to M follows from a — r 
and the Marking Equation. The order -< will be any of the conflict orders that agree 
with cr, which are defined next. 

Definition 9.10 Conflict orders that agree with a sequence 
Let a be a sequence of transitions of a net. A conflict order -< agrees with a if 
for every cluster c either no transition of c occurs in a, or the last transition of c 
that occurs in a is maximal (i.e., the greatest transition of c with respect to ^ ) . 

Observe that a ^-ordered sequence agrees with -<, but not vice versa. For instance, 
the sequence £3 t\ t2 £4 £3 agrees with the conflict order shown in Figure 9.4, but is 
not ordered with respect to it. 
We shall prove the following: 

(A) Let Mo M be an occurrence sequence of a live and bounded free-choice system (A, Mo), and let •< be a conflict order that agrees with a. Some ^-ordered permutation of a is enabled at M 0 . 
Let us see that that (A) holds for a particular example. Let M be the marking 
of the system shown in Figure 9.4 which puts a token on the place s 2- We have 
M 0 -^-> M for the sequence 

o~ = £3 £1 £2 H £1 £2 £4 £2 £5 £1 £3 

The last transition of the clusters c 2 and c 3 occurring in a are £3 and £ 5, respectively. 
Therefore, the only conflict order that agrees with a is the one shown in the figure. 
If (A) holds, then there exists a ^-ordered permutation r of a such that M 0 ——• M , 
i.e., a permutation of cr in which £2 does not occur any more after the first occurrence 
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of £3, and £4 does not occur any more after the first occurrence of £ 5 . In this example, 
the permutation happens to be unique: 

r = t2 £4 £2 H ti £2 £5 £1 £3 £1 £3 

The condition requiring the conflict order to agree with a is essential. Every oc ­
currence sequence leading to M must have £3 as last transition, and therefore no 
permutation r of a in which t2 occurs after the last occurrence of £3 can lead to M. 
We first prove (A) for S-systems, and then for live and bounded free-choice systems. 
In both cases, the proof constructs longer and longer prefixes of a r e o r d e r e d per­
mutation of cr, starting from the empty sequence and adding transitions one at a 
time. We call the prefixes of the permutations of a sequence perms1. The following 
lemma characterizes the ^-ordered perms of a sequence. 

Lemma 9.11 

Let cr be a sequence of transitions of a net, and let ^ be a conflict order. A 
sequence r is a ^-ordered perm of a iff it is ^-ordered and for every transition t 
it holds: 

• T (t) < (*)> a n d 

• if r (t) > 0, then r (u) = a (u) for every transition u satisfying u -<t. 
• 

Proof: 
(=>•): If r is a ^-ordered perm of a then r is ^-ordered by assumption and there 
exists a sequence p such that r p is a ^-ordered permutation of a. Therefore, for 
every transition t we have 

~T{t) + ~P{t) = ^{t) 

which implies r (t) < cr (t). Moreover, if r (t) > 0 and u -< t then p (u) = 0 since 
T P is ^-ordered. 
(<=): Let p be a ^-ordered sequence satisfying 

~p(t) = ~a{t) - ~r(t) 

for every transition t. Then rp is a permutation of a. This permutation is ^-ordered 
because both r and p are ^-ordered, and because for every transition t that appears 
in r , no transition u satisfying u -< t appears in p. • 

1 T h e reason of the name is two fo ld . F i r s t , ' p e r m ' is a pref ix o f ' pe rmu ta t i on ' . Second, i n B r i t i s h 
foo tba l l pools one picks out a number of foo tba l l teams f r o m a l ist and sorts t h e m i n a par t i cu la r 
order. T h e resul t is cal led a pe rm . 
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S-systems 

We prove the statement (A) for S-systems. First, we need a lemma. 

Lemma 9.12 
Let Mo -^-> M be an occurrence sequence of an S-system (N, Mo). Let ^ be a 
conflict order which agrees with a, and let Tm be the set of maximal transitions 
(with respect to ^ ) occurring in a. Then every circuit of N containing only 
transitions of Tm contains a place marked at M. 

Proof: 
Assume there exists a circuit of N which contains only transitions of Tm but does 
not contain any place marked at M. Let t, s, and u be three consecutive nodes of 
the circuit, where t and u are transitions and s is a place. Since t belongs to Tm, 
it occurs in a. Let r and p be sequences such that a = rt p and t does not occur 
in p. Since s is unmarked at M, but marked after the occurrence of t, an output 
transition of s occurs in p. In particular, since ;< agrees with a, the maximal output 
transition of s occurs in p. By the definition of the set Tm, this transition is u. 
So, for every pair of consecutive transitions t and u of the circuit, u occurs after t 
in a. This contradicts the finiteness of a. • 

Proposition 9.13 Existence of a ^-ordered permutation for S-systems 
Let M0 M be an occurrence sequence of an S-system (N, M0), and let ^ be 
a conflict order that agrees with a. Some ^-ordered permutation of a is enabled 
at M0. 

Proof: 
We prove that every ^-ordered perm r enabled at Mo can be extended to a 
;<-ordered permutation of cr, also enabled at M 0 . Since the empty sequence is such 
a perm, this proves the result. 
Throughout the proof we use the following conventions and notations. The terms 
'perm' and 'permutation' always refer to the sequence a. Similarly, 'maximal' and 
'minimal' always refer to the conflict order ^ . Finally, given a set of transitions U 
and a sequence p, we define 

~p(u)=j:~p(t) 
teu 

Let r be a ^-ordered perm such that M 0 M\. We prove that if r is not a 
permutation, then there exists a transition t such that r t is also a ^-ordered perm, 
and Mi enables t. 



200 Chapter 9. Reachability and shortest sequences 

Since N is an S-net, a transition is enabled if and only if the unique place in its pre-set 
is marked. So it suffices to find a place s, marked at Mi , such that r (s*) < a (s*). 
Then, the minimal transition t of s' satisfying r (£) < a (t) is a valid extension of 
r , because the marking M t enables t and r t is again a ^-ordered perm. 
We proceed indirectly and assume that no such place exists, i.e., we assume that 
every place s satisfies either Mi(s ) = 0 or r (s*) = a (s*). 
We make the following three claims. 

Since M and Mi are reachable from Mo and N is an S-net, both M and Mi 
put the same number of tokens in the places of N (Lemma 3.8). So it suffices 
to prove M(s) > Mi(s) for every place s. 

Let s be a place. If Mi(s ) = 0 then nothing has to be shown. If Mi(s ) > 0, 
then, by the assumption, we have 

The other two claims concern the set Um of maximal transitions t which satisfy 
T (t) < a (t). Notice that every such transition t satisfies in particular a (t) > 0, 

and therefore all the transitions of Um occur in a. 

(ii) Um is nonempty. 
Since r is not a permutation of a, some transition t that occurs in a satisfies 
T (t) < o (t). Let tm be the maximal transition of the cluster containing t. 

Since r< agrees with a and t occurs in a, the transition tm occurs in a. Since 
r is a ^-ordered perm and t •< tm, we have r (tm) < a (tm). So tm belongs 
to Um-

Let s be a place of U^. We prove that s belongs to 'Um. 

Since s belongs to Um, we get ~r*(*s) < a (*s). Moreover, since M ( s ) — Mi (s ) 
by (i), we also have 

It follows r (s*) < a (s°). Let tm be the maximal transition of s' that occurs 
in a. Then r (tm) < a (tm), because r is ^-ordered. So tm belongs to Um. 

(i) Mi - M . 

M{s) = M 0 ( s ) + o ('s) 
> M 0 ( s ) + T (•*) 

= M0(s) + ?Cs) 
= M x ( s ) 

(iii) U'm C -um. 

a('s) - a(s') = T('S) - T(s') 
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By (ii) and (iii), the net A contains a circuit 7 whose transitions belong to Um. Let 
Tm be the set of maximal transitions occurring in a. We have Um C Tm, because 
every transition of Um occurs in a. Therefore, every transition of the circuit 7 
belongs to Tm. We can now apply Lemma 9.12 to conclude that 7 contains some 
place s marked at M . Since M = M i , the place s is also marked at Mi. Moreover, 
since 7 contains only transitions of Um, some transition in the post-set of s belongs 
to Um. This contradicts the assumption r (s*) — a (s*). • 

F r e e - c h o i c e s y s t e m s 

We now prove (A) for live and bounded free-choice systems. We shall show that if 
(A) does not hold for a live and bounded free-choice system (N, Mo), then it does not 
hold either for the system (Aq, M|s,), where Aq is a certain S-component of A and 
M\s1 is the projection of M on the places of Aq. This contradicts Proposition 9.13. 
The following lemma states that the projection of an occurrence sequence of an 
arbitrary system on one of its S-components yields a 'local' occurrence sequence of 
the component. The proof follows easily from the definition of an S-component, and 
is left for an exercise. 

Lemma 9.14 
Let M 0 -^-> M be an occurrence sequence of a system (A, M 0 ) . If Aq is an 

S-component of A and Aq = (Si,Ti, i q ) , then M0\s1 —^ M| S l is an occurrence 
sequence of (Ai, Mo |sx). 1=1 

We will show that Proposition 9.13 also holds for live and bounded free-choice sys­
tems. First we need another technical lemma. 

Lemma 9.15 
Let A be a well-formed free-choice net and let a be an allocation with a nonempty 
domain C. Then there exists a T-component Ai of A such that 

(1) every transition of Aq that belongs to C is a-allocated, and 
(2) some transition of Aq belongs to C. 

Proof: 
Let C be the set of clusters of A that do not belong to C. By the first part of the 
Pointing Allocation Lemma (Lemma 6.5) there exists an allocation 8 with domain 
C that points to C. Define the total allocation 7 of A as follows: 

f « ( c ) if ceC 
7 { c ) - { 8(c) if c e C 
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Let Mo be a live and bounded marking of A (which exists since A is well-formed). 
By the Allocation Lemma (Lemma 4.24), there exists an infinite occurrence sequence 
M 0 such that a agrees with 7. Since 7 is a total allocation, a pnly contains 
7-allocated transitions. By the Reproduction Lemma (Lemma 2.39), there exists 
a semi-positive T-invariant J of N whose support (J) is included in the alphabet 
A(a). Without loss of generality, we may assume that J is minimal. Then, by 
Theorem 5.17, J induces a T-component Aq of A . We prove that Aq satisfies (1) 
and (2). 
To prove (1), let t be a transition of Aq that belongs to C. Since t belongs to (J) , 
and (J) contains only 7-allocated transitions, the transition t is 7-allocated. Since 
7 and a coincide on the set C, it is also deallocated. 
To prove (2), observe first that the allocation 7 also points to C. So, for each place s 
of Aq there is a path leading from s to a place of C which contains only 7-allocated 
transitions. 
We claim that this path is contained in Aq. If a transition t of the path belongs 
to Aq, then, since Aq is a T-component, every output place of t belongs to Aq, in 
particular the successor of t in the path. If a place r of the path belongs to Aq, then, 
since Aq contains only 7-allocated transitions, the output transition of r which is 
7-allocated also belongs to Aq. This transition is the successor of r in the path, 
which proves the claim. 
Since the path ends with a place of C, a place of Aq belongs to C, and so does its 
unique output-transition in Aq. • 

Proposition 9.16 Existence of a ^.-ordered permutation 
Let Mo M be an occurrence sequence of a live and bounded free-choice 
system (A, M 0 ) , and let •< be a conflict order that agrees with a. Some ^-ordered 
permutation of a is enabled at M 0 . 

Proof: 
Let T be a ^-ordered perm of a such that Mo —T—* M\. As in the proof of Proposition 
9.13, we show that if r is not a permutation of cr, then there exists a transition t 
such that r t is also a ^-ordered perm of c , and M\ enables t. 
Let U be the set of transitions t satisfying ~r(t) < a (t). We will show that a 
transition of U is enabled at Mi. This implies the result as follows. Let £ be a 
transition of U enabled at Mi, and let u be the minimal transition of the cluster 
[t] that belongs to U. Then, u is enabled at Mi because it belongs to [t] and N is 
free-choice. We can then choose u to extend r. 
Assume that no transition of U is enabled at Mi. Let C be the set of clusters 
containing transitions of U. Then every cluster of C has a place unmarked at Mi. 
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Let N = (S, T, F), and define a function a: C —» S, which associates to each cluster 
c of C a place of c unmarked at M\. 

Let Nd be the dual net of N. Since the nets N and Nd have exactly the same 
clusters (Proposition 6.20(3)), the function a is an allocation of Nd. By the Duality 
Theorem (Theorem 6.21), Nd is a well-formed free-choice net. By Lemma 9.15, 
there exists a a T-component Nf of Nd such that 

(1) every transition of Nd that belongs to C is a-allocated, and 

(2) some transition s of Nd belongs to C (we call this transition s because it is a 
place of the net N). 

Since Nd is a T-component of Nd, its dual net TVi = (Si,Ti, Fi) is an S-component 
of N. By Lemma 9.14, we have Mo|sj —^ Mi\s1. We make the following three 
claims: 

(i) TITJ is a ^-ordered perm of o-^-

A subsequence of a ^-ordered sequence is itself ^-ordered. The other two 
conditions of the characterization of Lemma 9.11 follow immediately from the 
fact that they hold for r and cr. 

(ii) is not a permutation of cr|x, • 

By (2), some place s of Ai belongs to C. Therefore, some transition t in the 
post-set of s belongs to U. This transition also belongs to Ti because Aq is an 
S-component of N. Therefore, T^it) < a^it). 

(iii) The marking Mi\st enables no transition of U in the net N\. 

Let £ be a transition of Aq contained in the set U. By the definition of C, the 
transition t belongs to a cluster of C. By the definition of a, some input place 
s of t is unmarked at M\ and satisfies s = a([£]). By (1), s belongs to Si. So 
M\\s1 does not enable t. 

By (iii), the sequence T\T^ cannot be extended to a ^-ordered permutation of a^-
Together with (i) and (ii), this contradicts Proposition 9.13. • 

This concludes the proof of the Shortest Sequence Theorem. 
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s4 s8 

Fig. 9.5 A family of systems with exponential shortest sequences 

Theorem 9 . 1 7 Shortest Sequence Theorem 
Let (A, Mo) be a live and 6-bounded free-choice system with n transitions, and 
let M be a reachable marking. There exists an occurrence sequence Mo —* M 
such that the length of a is at most 

b-
n • (n + 1) • (n + 2) 

Proof: 
Since M is reachable, there exists an occurrence sequence M 0 — M . By Proposi­
tion 9.16, there exists a ^-ordered permutation p of r such that M 0 — M . The 
result follows by Lemma 9.9. • 

It was shown in Chapter 3 that the bound given in the Shortest Sequence Theorem 
for T-systems is reachable. For every number n, there exists a 6-bounded T-systems 
with n transitions and a reachable marking M such that the length of the shortest 
sequence that reaches M is exactly 

b ( n - l ) - n 

For free-choice systems, the reachability of the bound is an open problem. In fact, we 
conjecture that a reachable bound should be quadratic in the number of transitions. 
To finish the section, we exhibit a family of systems for which there exists no poly­
nomial upper bound in the length of the shortest sequences. The family is shown in 
Figure 9.5. All the systems of the family are live and 1-bounded. 
The shortest occurrence sequence that, from the initial marking shown in the figure, 
reaches the marking that puts a token in the places of the set { s i , S 3 , s 5 , s 7 , . . . } has 
exponential length in the number of transitions of the net. The proof of this fact is 
left for an exercise. 
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Exercises 

Exercise 9.1 
The releasing Nr of a net N = (S, T, F) is the net constructed by exhaustive 
iteration of the following procedure. If N contains two places s and r and two 
transitions t and u such that { (s , t), (r,t), (s,u)} C F but (r, u) £ F, then 

• remove the arc (s,t); 

• add a new place s' and a new transition if; 

• add new arcs (s,t'), (t',s'), (s',t). 

Given a marking M of N, the marking Mr of Nr is defined as the marking which 
coincides with M on the places of N, and puts no tokens on the new places 
introduced by the procedure. Prove: 

1) The releasing of a net is well-defined, i.e., the procedure described above always 
terminates, and yields a net. 

2) The releasing of a net is a free-choice net. 

3) If (7Vr, M 0
r ) is live, then (TV, M 0 ) is live. 

4) If M is a reachable marking of (N, Mo), then Mr is a reachable marking of 
(TV, Mo"). 

5) If M is a reachable marking of (Nr, M Q ) , and M — U for some marking L of N, 
then L is a reachable marking of (Nr, M$). 

6) Use (4) and (5) to prove that the reachability problem for free-choice systems is 
as hard as the reachability problem for arbitrary systems. 

Exercise 9.2 
Let N be a net, let N be a CP-subnet of N, and let N be the subnet of N 
generated by all the nodes that do not belong to N. Prove: 

1) For every T-component Aq of N (a) or (b) hold: 

(a) A7! is a T-component of N. 

(b) The subnet generated by the nodes of Aq and A is a T-component of N. 
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2) For every S-component Aq of A (a), (b), or (c) hold: 

(a) Aq is an S-component of A . 
(b) Aq is an S-component of N. 

(c) Ai contains a path leading from a way-in transition of A to a way-out 
transition of A . 

Exercise 9.3 
Prove the Church-Rosser Property of the reachability relation of live and bounded 
free-choice systems: 
Let (A, Mo) be a live and bounded free-choice system, and let L «-^-» K be the 
smallest equivalence relation on the markings of A which includes — T h e n 
L <——> K implies L —> M and AT —• M for some marking M. 

Exercise 9.4 * 
Disprove the following conjecture by exhibiting a counterexample: 
Let (A, Mo) be a live and bounded free-choice net and let M be a marking of 
A which agrees with M 0 on all S-invariants. Assume moreover that every trap 
marked at Mo is also marked at M. Then M is reachable from M 0 . 

Exercise 9.5 
Prove Lemma 9.14. 

Exercise 9.6 
Prove that the systems of the family shown in Figure 9.5 are live and 1-bounded. 
Prove that the occurrence sequences that lead to the marking indicated in the 
text have at least exponential length in the number of transitions of the net. 

Bibliographic Notes 
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of Fleischner [37]. 



CHAPTER 1 0 

Generalizations 

This chapter contains generalizations of three results on free-choice nets to larger 
net classes. In the first section, we show that one direction of Commoner's Theorem 
also holds for so-called asymmetric-choice nets. In the second and third section, 
we give necessary and sufficient conditions for an arbitrary net to be well-formed. 
When specialized to free-choice nets, these conditions coincide, and yield the Rank 
Theorem, but in the general case they are different. 
Many other generalizations have been discussed in the literature. The bibliographic 
notes contain some examples. 

10.1 Asymmetric-choice nets 

We saw in Chapter 4 that free-choice nets are those in which for every two places 
s and r either s* D r' = 0 or s* = r* (Proposition 4.2(2)). Asymmetric-choice nets 
are defined by relaxing this condition: 

Definition 1 0 . 1 Asymmetric-choice nets 

A net is asymmetric-choice if for every two places s and r either s* PI r* = 0 or 
s' C r* or r* C s*. 
A system (N, Mo) is asymmetric-choice if N is asymmetric-choice. 

Figure 10.1 shows an asymmetric-choice net. The addition of an arc from the place 
s 3 to the transition ti would spoil the asymmetric-choice property, because then the 
places s\ and S3 would have non-disjoint post-sets, but neither s* C S3 nor s\ C s* 
would hold. 
We prove that the ' if direction of Commoner's Theorem (if every proper siphon 
of a free-choice system includes an initially marked trap, then the system is live) 
also holds for asymmetric-choice systems. We shall reuse most of the proof of the 
free-choice case, presented in Chapter 4. This proof consists of two parts. First, 
it is shown that liveness and place-liveness coincide for free-choice systems (Propo­
sition 4.19). Then, using this result, the ' i f direction of Commoner's Theorem 
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si s2 s3 

tl t2 t3 

Fig. 10.1 An asymmetric-choice net 

is proved without resorting to the free-choice property anymore (Theorem 4.21). 
Therefore, in order to extend Theorem 4.21 to asymmetric-choice systems, it suf­
fices to extend Proposition 4.19. We can go even further: Proposition 4.19 is based 
on Lemma 4.18, and does not make direct use of the free-choice property either. So 
it suffices to generalize Lemma 4.18 to asymmetric-choice systems, which is done 
next. 

Lemma 10 .2 Generalization of Lemma 4-18 

If a transition t of an asymmetric-choice system is dead at a marking M, then 
some input place of t is dead at some marking reachable from M. 

Proof: 
We prove the contraposition: if no input place of t is dead at any marking reachable 
from M , then t is not dead at M. 
Let ' t — {s\,..., sn}. For every two places s and r i n ' t we have t G s' Or' and 
therefore, by the asymmetric-choice property, either s' C r* or r" C s*. So we can 
assume without loss of generality 

Since no input place of t is dead at any marking reachable from M, there exists an 
occurrence sequence 

M ^ M l ^ M 2 ^ • M „ _ x Sz* Mn 

such that Mi(si) > 0 for 1 < i < n. Assume without loss of generality that all the 
sequences cq are minimal, i.e., no intermediate marking marks S j . 

We show that Mn marks every place in ' t , and therefore enables t. We proceed by 
induction on the index i and prove that, for 1 < i < n and 1 < j < i, the marking 
Mi marks the place Sj. 
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®« 

O - J r — O 

Fig. 10.2 A live asymmetric-choice system in which a proper siphon contains no marked 
trap 

Base. i = l. Then Mi — Mi, and Mi marks si by construction. 
Step, i > 1. If j = z then Sj = Sj and M; marks Sj by construction. Consider now 
the case j < i. By the induction hypothesis, M<_i marks Sj. By the minimality of 
Mi-i —Mi, no transition of s' occurs in cr,. Since j < i, we have s* C s*. Hence 
no transition of s* occurs in o-j. So Mi marks Sj. 

Since Mn enables t and M„ is reachable from M, t is not dead at M. • 

Replacing Lemma 4.18 by Lemma 10.2 in the proofs of Chapter 4, we get: 

Propos i t ion 1 0 . 3 Generalization of Proposition 4-19 
An asymmetric-choice system is live iff it is place-live. • 

T h e o r e m 1 0 . 4 Commoner's Theorem for asymmetric-choice systems 

If every proper siphon of an asymmetric-choice system includes an initially marked 
trap, then the system is live. • 

The other direction of Commoner's Theorem cannot be generalized in a similar way. 
Figure 10.2 shows a live asymmetric-choice system in which the set of all places is 
a siphon. This siphon does not include an initially marked trap (in fact, the siphon 
contains no proper trap at all). 
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10.2 A necessary condition for well-formedness 
Given a net A , not necessarily free-choice, define as the set of pre-sets of the 
transitions of N. In other words, 

PN = {'t | t is a transition of N} 

We prove that if N is well-formed, then Rank(N) < \PN\ — 1. If N is free-choice, 
then two transitions have the same pre-set if and only if they belong to the same 
cluster, and therefore \PN\ — \CN\- So this result generalizes Proposition 6.13, one 
of the main propositions we used in Chapter 6 to prove the Rank Theorem, which 
states that a well-formed free-choice net satisfies Rank(N) < \CN\ — 1. 
Proposition 6.13 is proved by constructing \T\ — \CM\ + 1 linearly independent 
T-invariants, where T is the set of transitions of N. This construction proves that 
the dimension of the set of T-invariants is at least |T| — |CV| + L Since this dimension 
is equal to \T\ - Rank(N), we get Rank(N) < \CN\ - 1. 
For the non-free-choice case, we shall now construct |T| — \PN\ + 1 linearly indepen­
dent T-invariants, along the lines we followed in Chapter 6. There we introduced 
the notion of regulation circuit, and now we need one more property. 

Propos i t ion 1 0 . 5 Adding regulation circuits preserves well-formedness 
Let A7 be a well-formed net, and let U be a nonempty set of transitions with 
identical pre-sets, i.e., 'U = mu for every u G U. Let A ' be obtained from A by 
addition of a regulation circuit Nu of the set U. Then N' is also well-formed. 

Proof: 
Since N is well-formed, it has a live and bounded marking M. By boundedness, the 
system (A, M) has only finitely many reachable markings, say k. Define the marking 
M' of A 7 as the union of the markings M and Mu = (k,...,k); i.e., M' coincides 
with M on the places of N and puts k tokens on each place of the regulation circuit 
Nu. We prove that the system (A 7 , M') is live and bounded. 

(i) (A"', M') is live. 
Let M' -^-> L' be an arbitrary occurrence sequence, and let t be a transition. 
We construct an occurrence sequence V —r—> K' such that K' enables t. The 
sequence r will be the concatenation of two sequences, T\ and T 2 . 

Let Lu be the restriction of L' to the places of Nu, and let L be the restriction 
of L' to the places of N. Since both A and Nu are transition-bordered subnets 
of A 7 , and moreover A and A ' have the same set of transitions, we have 

Mv Lu and M L 

file:///Cn/-


10.2. A necessary condition for well-formedness 211 

Since Nu is an S-component of N', there exists a sequence u\... un of transi-
u\...un 

tions of U such that Ly • My in the net Nu- We claim that the marking 
L enables some sequence T\ in the net N satisfying T\\u = u\... un. For the 
proof, observe first that L is a live marking of N, because M is a live marking 
of N and M — • L. Construct from L a minimal occurrence sequence leading 
to a marking that enables some transition of U. Such a sequence exists by 
liveness. Since all the transitions of U have the same pre-set, the marking 
reached by the sequence enables all the transitions of U, in particular U\. Now 
extend the sequence with U\. From the marking obtained after the occurrence 
of tti, construct again a minimal occurrence sequence leading to a marking 
that enables some transition of U, and extend it with u2- After n iterations of 
this procedure, we get a sequence whose projection on U is u\ ... un. 

Now we have: 

— the restriction of T\ to the transitions of N (which is T\ itself) is enabled 
in N at the marking L, 

- the restriction of T\ to the transitions in U (which is U\... un) is enabled 
in Nu at the marking Ly, and leads to the marking Mu = (k,..., fc). 

Since both N and Nu are transition-bordered, and every input place of the 
transitions of T\ belongs to N or to Nu, we have that ri is enabled in N' at 
the marking L'. Moreover, this sequence leads to a marking whose projection 
on the places of Nu is the marking Mu-

Since L is a live marking of N, there exists a sequence r2 such that L > K 
and K enables the transition t. Moreover, we can assume that no marking is 
reached more than once during the occurrence of r 2 . So the length of T 2 is at 
most k — 1. Since every place of Nu contains k tokens after the occurrence of 
Ti, we have L' • K' in the net N'. Moreover, every place of Nu contains 
at least one token at K'. So K' enables t in N'. 

(ii) (TV', M') is bounded. 

If M' V is an arbitrary occurrence sequence of N', then M L is 
an occurrence sequence of N and My Ly is an occurrence sequence of 
Nu- Moreover L and Ly are the restrictions of V to the places of N and 
Ny. Therefore, it suffices to prove that {N,M) and (Nu,Mu) are bounded. 
(N, M) is bounded by hypothesis, and (Nu, Mu) is bounded because Â y is a 
circuit. d 



Chapter 10. Generalizations 

Fig. 1 0 . 3 The upper system is live and bounded, the lower system is not live 
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Notice that the result of combining a live marking of a net with a live marking 
of a regulation circuit is not necessarily a live marking of the composed system. 
Figure 10.3 shows a counterexample. 
We construct a set of \T\ — \PN\ + 1 linearly independent T-invariants of a well-
formed free-choice net A . As in Chapter 6, the first element of this set, say J, 
satisfies J(t) = J(u) for every two transitions t and u with the same pre-set. This 
can be equivalently stated as follows: for every element R of PJV and every two 
transitions t and u satisfying R = *t — 'u, J(t) = J(u). The other T-invariants 
satisfy this same property for all the elements of P/v except one, and the element 
that does not satisfy the condition is different for each T-invariant. 

Lemma 10.6 Generalization of Lemma 6.10 

Let A be a well-formed net. Then A has a positive T-invariant J such that 
J(t) — J(u) for every two transitions t and u satisfying *t — *u. 

Proof : 
Let A ' be the net obtained from A in the following way: for every element R of 
Ppj, add to A a regulation circuit of the set of transitions having the pre-set R. By 
repeated application of Proposition 10.5, A ' is well-formed. So A ' has a positive 
T-invariant, say J (Theorem 2.38). J is also a T-invariant of A , because the pre-
and post-set of a place of A coincides with its pre- and post-set in A ' . 
We prove that ' t = *u implies J(t) — J(u). Let U be the set of transitions having 
the same pre-set as t and u. There exists a path t s\t\...tf--i u inside the 
regulation circuit Nu, leading from t to u. Since J is a T-invariant of A ' , and 
the places S\,...,Sk have exactly one input and one output transition, we have 
J(t) = J(t1) = ... = J(tk-1) = J(u). • 

Lemma 10.7 Generalization of Lemma 6.11 

Let A be a well-formed net and let t be an arbitrary transition of A . There exists 
a positive T-invariant Jt of A such that 

• for every two transitions u and v, if 'u = *v and u^t^v, then 
Jt(u) = Jt(v); 

• for every transition u, if *t = *u and t ^ u, then Jt(t) > Jt{u). 

Proof : 
Completely analogous to the proof of Lemma 6.11, replacing "transitions that belong 
to the same cluster" by "transitions having the same pre-set". • 
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The proof of the next result also follows closely that of the free-choice case, stated 
in Proposition 6.12. 

Proposition 10.8 Generalization of Proposition 6.12 

Let N be a well-formed net. Let T be the set of transitions of N, and let J be 
its space of T-invariants. Then dim( l7) > \T\ — \Ppf \ + 1. 

Proof: 
Choose a set of transitions U in the following way: for every element R of PN, put 
in U all the transitions with pre-set R except one, arbitrarily selected. Clearly, we 
have \U\ = \T\ — \PN\. 
Let J be a positive T-invariant as in Lemma 10.6. For every transition t G U define 
a positive T-invariant Jt as in Proposition 10.7. 
To show that the set {J} U {Jt}teu is linearly independent, proceed as in the proof 
of Proposition 6.12. • 

Finally, we obtain as an immediate consequence of this proposition: 

Theorem 10.9 A necessary condition for well-formedness 
If N is a well-formed net, then Rank(N) < \PN\ - 1. • 

10.3 A sufficient condition for well-formedness 
We show in this section that an arbitrary net N satisfying the four conditions of the 
Rank Theorem for free-choice nets is well-formed: 

(a) it is weakly connected, and has at least one place and one transition, 

(b) it has a positive S-invariant, 

(c) it has a positive T-invariant, and 

(d) Rank(N) = \CN\ — 1, i-e., the rank of its incidence matrix is equal to the 
number of its clusters minus 1. 

We also show that a marking of a net satisfying Conditions (a) to (d) is live and 
bounded if and only if it marks every proper siphon. 
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Fig. 10.4 An example (the dining philosophers) 

Recall that a cluster of an arbitrary net is a minimal set of nodes satisfying the 
following two conditions: 

• if the set contains a place s, then it contains the post-set of s, and, 

• if the set contains a transition t, then it contains the pre-set of t. 

Equivalently, a cluster generates a maximal connected subnet of the net obtained 
by removing all arcs from transitions to places. 
Let us first consider an example. The system shown in Figure 10.4 models a version 
of the well-known dining philosophers in which a philosopher has to pick up both 
forks simultaneously. Its underlying net satisfies Conditions (a) to (c). It has six 
clusters (notice that all the nodes of the inner pentagon constitute one cluster). 
Since the rank of its incidence matrix is five, Condition (d) also holds for this net. 
Using the result we shall prove, it follows that this net is well-formed. Moreover, the 
initial marking marks every proper siphon, and so the system is live and bounded. 

For the proof, we define a transformation rule <j>, i.e., a binary relation on the class 
of all nets (see Chapter 7). The rule will be in fact a total mapping, i.e., each net 
will have exactly one image under the rule. Accordingly, d>(N) will denote the image 
of N under </>. 



216 Chapter 10. Generalizations 

The mapping <f> will satisfy the following three properties for every net N: 

(1) fa[N) is free-choice. 

(2) If N satisfies Conditions (a) to (d), then faN) also satisfies them. 

(3) If <j)(N) is well-formed, then N is well-formed. 

Once this is proven, the result follows easily. If a net N satisfies Conditions (a) to (d), 
then the net <j>(N) satisfies them too by (2). By (1) and the Rank Theorem, fa[N) 
is well-formed. By (3), N is well-formed. 
The mapping 4> will be the composition of a total mapping fa and a partial mapping 
fa. The range of fa and the domain of fa will be the class of feedback-free nets, a 
structural concept denned below. The range of fa will be the class of free-choice nets, 
as required in order to fulfill (1). We shall show that fa and fa satisfy (2) and (3), 
which implies that their composition, the mapping (f>, also satisfies them. 
We introduce the notion of a feedback and a feedback-free net. 

Definition 1 0 . 1 0 Feedbacks, feedback-freeness 

Let c be a cluster of a net. A feedback of c is an arc (t, s) from a transition t to 
a place s, both in c, such that there is no arc (s, t). 

A net is feedback-free if none of its clusters has feedbacks. 

(b) (c) 
Fig. 10.5 Illustration of Definition 10.10 

Figure 10.5 illustrates this definition using nets having only one cluster. The nets 
(a) and (c) have no feedbacks, the net (b) has a feedback. 
Note that every free-choice net is feedback-free because in a cluster of a free-choice 
net every place is connected to every transition. The net shown in Figure 10.4 is 
another example of a feedback-free net. 
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Definition 10.11 The mapping (j>i 

Let A be a net. The net </>i (A ) is defined as the result of performing the following 
operations for every cluster c of A and every feedback (t, s) of c: 

- remove the arc (t, s); 

- add a new place s' and a new transition if; 

- add arcs (t, s'), (s',f) and (t',s). 

It is easy to see that this construction always terminates, and does not depend on 
the order in which the feedbacks are treated. So the mapping </>j is well-defined. In 
Figure 10.6, the net shown in (a) is mapped by <f>\ to the net in (b). 

c 4 > "2 *6 
(a) (b) 
Fig. 10.6 Illustration of the mapping <f>\ 

Proposition 10.12 

Let A be a net. 
Properties of the mapping 4>\ 

(1) The net </>i(A) is feedback-free. 
(2) If A satisfies Conditions (a) to (d), then <j>i(N) also satisfies them 1 . 
(3) If <t>i(N) is well-formed, then A is well-formed. 

Proof: 

(1) The first step of Definition 10.11 removes a feedback from A , and the other 
two steps do not add any new one. 

(2) It suffices to prove that the net A ' obtained from A after performing the three 
steps of Definition 10.11 for one single feedback (t, s) satisfies Conditions (a) 
to (d), because once this is done the result follows by induction on the number 
of feedbacks of A . 

1Actually, a net satisfying Conditions (a) to (d) is always feedback-free (see Exercise 10.5), and so 4>\ is the identity for such nets. However, to prove this fact we need this and the next results. 
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Let s' and if be the new place and transition added to N. Assume without 
loss of generality that s' is the first row and that s is the second row of the 
incidence matrix N' of the net N', and that t ' is its first column and t is its 
second column. Then N' looks as follows: 

f t 
s' - 1 1 0 ••• 0 
s 1 0 

0 
N 

0 

(N'(s, t) = 0 and N'(x, y) = N(x, y) for all other pairs (x, y) of nodes of N). 

We prove that N' satisfies Conditions (a) to (d). 

(a) N' is connected and has at least one place and one transition. 
It inherits this property from N. 

(b) N' has a positive S-invariant. 
Let I be a positive S-invariant of N. Then I' = (I(s) I) is an S-invariant 
of N'. It is positive because I is positive and I'(s') — I(s) > 0. 

(c) N' has a positive T-invariant. 
Let J be a positive T-invariant of N. Then J' = (J(t) J) is a T-invariant 
of N'. It is positive because J is positive and J'(t') = J(t) > 0. 

(d) Rank(N') = \CN,\ - 1. 
We claim that Rank(N') = Rank(N) + 1. To see this, add the first row 
of N' to the second row to get 

t' t 
s' - 1 1 0 ••• 0 

s + s' 0 
N 

0 

The net N' has one more cluster than N, namely {s', if}. The result 
follows because Rank(N) = |Cjv| — 1 by assumption. 
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(3) As in (2), it suffices to prove the result for the net A ' obtained from A after 
performing the three steps of Definition 10.11 for one single feedback (t, s). 

Let A = (S, T, F). Since A ' is well-formed, it has a live and bounded marking 
M Q . We can furthermore assume M Q ( S ' ) = 0 (otherwise, let the transition t' 
occur until the place s' has been emptied). Define M 0 = MQ | S - We prove that 
(A, Mo) is live and bounded. 
(i) The system (A, M 0 ) is live. 
Let u be a transition of A , and let M 0 -^-» M be an occurrence sequence of 
A . We construct a sequence r such that M L and L enables u. 

Let M ' be the marking that coincides with M on the places of A and puts no 
tokens on the new place s'. Let cr' be the sequence obtained after replacing 
every occurrence of t in a by the sequence 11'. By the construction of A ' , we 
have M Q ——» M'. Since (A' , M Q ) is live, there exists an occurrence sequence 
M ' -^-> L' such that U enables u. Define r = T'\T and L = L'\s- Again by 
the construction of A ' we have M -^-> L, and the marking L enables u. 

(ii) The system (A, Mo) is bounded. 
Let Mo -^-> M be an arbitrary occurrence sequence of (A, Mo). Then, with 
the definitions of (i), we have M Q ——• M' . So for every reachable marking M 
of (A, Mo) there exists a reachable marking M ' of (A' , M Q ) which coincides 
with M on S. Since (A' , M Q ) is bounded, so is (A, M 0 ) . • 

We now define the second mapping. 

Definition 10.13 The mapping 4>2 

Let A be a feedback-free net. The net (p2{N) is obtained from A by adding arcs 
(s, t) and (t, s) for every place s and transition t satisfying 

• Is] — Mi and 
• (s, t) is not an arc of A . 

(a) (b) 

Fig. 10.7 Illustration of the mapping d>2 
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Fig. 10.8 The image of the net of Figure 10.4 under fa 

The image under fa of the net shown in Figure 10.7 is the net shown in (b). As 
another example, we consider again the net shown in Figure 10.4. This net has no 
feedbacks. It is mapped by fa to the net of Figure 10.82. The marking shown in 
Figure 10.8, which coincides with that of Figure 10.4, is live and bounded. Notice 
that the behaviours of the systems shown in the two figures are quite different: for 
example, the initial marking is a home marking of the system of Figure 10.4, which 
is not the case in the system of Figure 10.8. 

Before proving the properties of fa, we need the following lemma: 

Lemma 10.14 

Let A be a feedback-free net. 

(1) N and fa(N) have the same incidence matrix. 

(2) If M M' is an occurrence sequence of fa(N) then it is also an occurrence 
sequence of N. 

2In this example, we denote pairs of arcs (s,t), (t,s) by single arrows with two arrow heads. 
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Proof: 

(1) The net 02(A) is constructed by adding new arcs to A . Since A has no 
feedbacks, [s] = [t] and (s, t) ^ F implies (t, s) £ F (where F is the flow 
relation of A ) . So whenever an arc (s, t) is added, the arc (t, s) is also added, 
and vice versa. Therefore, the incidence matrix does not change. 

(2) We show the proposition for a = t where t is a single transition. The general 
case then follows by induction on the length of a. By the definition of 02(A), 
the pre-set of t in A is a subset of the pre-set of t in 02(A). Hence, if M 
enables t in 02(A), M enables t in A . Since A and 02(A) have the same 
incidence matrix by (1), the vector t in A is equal to t in A ' . Therefore, since 
M' = M + 1 , the successor markings coincide. • 

Proposition 10.15 Properties of the mapping 02 

Let A be a feedback-free net. 

(1) The net 02(A) is free-choice. 
(2) If A satisfies Conditions (a) to (d), then 02 (A ) also satisfies them. 
(3) If 02(A) is well-formed, then A is well-formed. 

Proof: 

(1) Follows immediately from the definition of 02(A). 
(2) For Condition (a), observe that the addition of new arcs cannot spoil con­

nectedness. For Conditions (b) and (c), the result follows immediately from 
Lemma 10.14(1). For Condition (d), notice that, by the definition of 02(A), 
a new arc leading from a place s to a transition t is added to A only if s and 
t already belong to the same cluster. So the addition of these arcs does not 
change the clusters of the net, and therefore the nets A and 02(A) have the 
same set of clusters. Since the ranks of their incidence matrices coincide by 
Lemma 10.14(1), the result follows. 

(3) Let M 0 be a live and bounded marking of 02(A). We claim that MQ is also 
a live and bounded marking of A (recall that both nets have the same set of 
places). 
(i) The system (A, M 0 ) is live. 
Let M be a reachable marking of (A, Mo), and let £ be a transition of A . We 
have to show that t is enabled at some marking L reachable from M . 
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We first claim that M is a live marking of fa(N). The proof makes use of 
Theorem 5.8(3), which states that a marking of a well-formed free-choice net 
is live iff every S-component has a marked place. Let Aq = (S i ,T i , iq ) be 
an arbitrary S-component of </>2(/V). Since Mo is a live marking of 4>2(N), it 
marks some place of S\. By Proposition 5.7, the characteristic vector x[&i] is 
an S-invariant of 4>2(N). Since N and <fi2(N) have the same incidence matrices 
(Lemma 10.14(1)), x[Si] is also an S-invariant of N. Since the marking M 
is reachable from Mo in N, the two markings agree on all S-invariants of N. 
Therefore, M marks a place of S\. Since Aq was arbitrarily chosen, every 
S-component of 02(iV) is marked at M , and so M is a live marking of (f>2(N), 
which proves the claim. 

It follows from the claim that 02 (AT) has an occurrence sequence M L such 
that L enables t. By Lemma 10.14(2), M -^-> L is an occurrence sequence of 
N as well, and L enables t in N. 

(ii) The system (N, M 0 ) is bounded. 

Since (f>2(N) is well-formed and free-choice, it has a positive S-invariant (The­
orem 5.8(1)). Using Lemma 10.14(1), this vector is also a positive S-invariant 
of N. So every marking of N is bounded. • 

We are now ready to prove the main result of this section: 

T h e o r e m 10.16 A sufficient condition for well-formedness 

Let N be a net satisfying the following conditions: 

(a) it is weakly connected, and has at least one place and one transition, 

(b) it has a positive S-invariant, 

(c) it has a positive T-invariant, and 

(d) Rank(N) = \CN\ - 1. 

Then N is well-formed. 

Proof : 

Define 4>(N) = <f>2(4>i(N)). By Propositions 10.12 and 10.15, <f>(N) is a free-choice 
net satisfying Conditions (a) to (d). By the Rank Theorem, </>(N) is well-formed. 
By Propositions 10.12(3) and 10.15(3), N is well-formed. • 
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It remains to show that a marking of a net satisfying the Conditions (a) to (d) of 
the Rank Theorem is live and bounded if and only if it marks all proper siphons. 

Theorem 10.17 A sufficient condition for liveness and boundedness 
Let A be a net satisfying Conditions (a) to (d) of Theorem 10.16. A marking of 
A is live and bounded iff it that marks all proper siphons. 

Proof: 
(=>): A live marking marks every proper siphon (Proposition 4.10). 
(<=): Every marking of A is bounded because, by (a), A has a positive S-invariant. 
Let M be a marking of A that marks all proper siphons. We prove that M is live. 
Let M' be the marking of 0(A) which coincides with M on the places of A and puts 
no tokens on the new places. The proof is divided into six parts. 

(i) M marks all S-components of A , i.e., every S-component of A has a place 
that is marked at M. 

The set of places of an S-component is a proper siphon, which is marked at 
M by the assumption. 

(ii) M' marks all S-components of 0i(A). 
Let S be the set of places of A . By the definition of the mapping 0i, if S\ is 
the set of places of an S-component of 0i(A), then S\ D S is the set of places 
of an S-component of A . By the definition of M' and by (i), M' marks all 
S-components of 0i(A). 

(iii) M' marks all S-components of 0(A). 
Recall that 0(A) = 02(0i(A)). By the definition of the mapping 02, if Si is 
the set of places of an S-component of 02(0i(A)), then Si is the set of places 
of an S-component of 0i(A). By (ii), this set is marked at M'. 

(iv) M' is a live marking of 0(A). 
Since 0(A) is a well-formed free-choice net by Theorem 10.16, we can apply 
Theorem 5.8(3), which states that every marking that marks all S-components 
is live. By (iii), M' enjoys this property. 

(v) M' is a live marking of 0i(A). 
As shown in the proof of Proposition 10.15, since M' is a live marking of 
0(A) = 02(0i(A)) by (iv), M' is a live marking of 0i(A). 

(vi) M is a live marking of A . 
As shown in the proof of Proposition 10.12, since M' is a live marking of 0i (A) 
by (v), M is a live marking of A . n 
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Exercises 
Exercise 10.1 

Exhibit an asymmetric-choice system which is not free-choice and which can be 
proved to be live using Theorem 10.4. 

Exercise 10.2 * 
A place s is called self-controlling if there is a transition t G s' such that: 

• there is a path leading from t to another (different) transition u £ s' which 
does not contain the place s, and 

• there is a circuit containing s and t. 

(notice that places having less than two output transitions are not self-controlling) 
A system is not-self-controlling if no place of its underlying net is self-controlling. 
Prove that a non-self-controlling system is live iff every proper siphon contains 
an initially marked trap. 

Exercise 10.3 
Exhibit a non-free-choice net that satisfies Conditions (a) to (c) of the Rank 
Theorem but does not satisfy Rank(N) < \P^\ — 1 (By Theorem 10.9, this net is 
not well-formed). 

Exercise 10.4 
Let A be a well-formed net which is not a T-net such that the dual of N is 
asymmetric choice (i.e., if two transitions t and u share a common input place 
then either the enabledness of t implies the enabledness of u, or vice versa). 

1) Prove that if N has exactly one cluster with at least two transitions then 
Rank(N) < \CN\ - 1. 

2) Disprove (by exhibiting a counterexample) that if N has more than one cluster 
with at least two transitions then Rank(N) < \CN\ — 1. 

Exercise 10.5 

1) Prove that every net satisfying the Conditions (a) to (d) of Theorem 10.16 is 
covered by S- and T-components. 

2) Use 1) to prove that every net satisfying the Conditions (a) to (d) of Theorem 
10.16 is feedback-free. 
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Exercise 10.6 
Let A be a net satisfying Conditions (a) to (d) of Theorem 10.16, and let Mo be 
a live and bounded marking of A . 

1) Show that (A, Mo) has a home marking. 

2) Show that if (A, Mo) is cyclic then a marking M is reachable from Mo iff it agrees 
with M 0 on all S-invariants. 
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and Silva [74]. Theorem 10.16 (a sufficient condition for well-formedness) is due to 
Desel [23]. 
Some results on free-choice systems not contained in this book have also been gen­
eralized. Hack shows in [44] that so-called state-machine allocatable nets are well-
formed. This generalizes one direction of a result of [42], stating that a free-choice 
net is well-formed if and only if it is state-machine allocatable. Similarly, Esparza 
and Silva show in [31] (revised version) that the nets satisfying a certain condition 
expressed in terms of so-called "handles" are well-formed. 
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